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Preface

Whether judged in molecular, cellular, systemic, behavioral, or cognitive terms,
the human nervous system is a stupendous piece of biological machinery. Given its
accomplishments—all the artifacts of human culture, for instance—there is good
reason for wanting to understand how the brain and the rest of the nervous system
works. The debilitating and costly effects of neurological and psychiatric disease
add a further sense of urgency to this quest. The aim of this book is to highlight the
intellectual challenges and excitement—as well as the uncertainties—of what many
see as the last great frontier of biological science. The information presented here is
intended to serve as a starting point for undergraduates, medical students, students
in other health professions, graduate students in the neurosciences, and many others
who want insight into how the human nervous system operates.

Like any other great challenge, neuroscience should be, and is, full of debate,
dissension, and considerable fun. All these ingredients have gone into the construc-
tion of this book’s Sixth Edition; we hope they will be conveyed in equal measure
to readers at all levels.
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Studying the
Nervous System

Overview

NEUROSCIENCE ENCOMPASSES A BROAD RANGE of questions about how
the nervous systems of humans and other animals are organized, how they develop,
and how they function to generate behavior. These questions can be explored using the
tools of genetics and genomics, molecular and cell biology, anatomy, systems physiol-
ogy, behavioral observation, psychophysics, and functional brain imaging. The major
challenge facing students of neuroscience is to integrate the knowledge derived from
these various levels and methods of analysis into a coherent understanding of brain
structure and function. Many of the issues that have been explored successfully concern
how the principal cells of all animal nervous systems—neurons and glia—perform their
functions. Subsets of neurons and glia form ensembles called neural circuits, which are
the primary components of neural systems that process different types of information.
Neural systems in turn serve one of three general purposes: Sensory systems report in-
formation about the state of the organism and its environment; motor systems organize
and generate actions; and associational systems provide “higher-order” brain functions
such as perception, attention, memory, emotions, language, and thinking, all of which
fall under the rubric of cognition. These latter abilities lie at the core of understanding
human beings, their behavior, their history, and perhaps their future.

Genetics and Genomics

The nervous system, like all other organs, is the product of gene expression that be-
gins at the outset of embryogenesis. A gene comprises both coding DNA sequences
(exons) that are the templates for messenger RNA (mRNA) that will ultimately be
translated into a protein, and regulatory DNA sequences (promoters and introns)
that control whether and in what quantities a gene is expressed in a given cell type
(i.e., transcribed into mRNA and then translated into a functional protein). Genetic
analysis is thus fundamental to understanding the structure, function, and devel-
opment of organs and organ systems. The advent of genomics, which focuses on
the analysis of complete DNA sequences (both coding and regulatory) for a species
or an individual, has provided insight into how nuclear DNA helps determine the
assembly and operation of the brain and the rest of the nervous system.

Based on current estimates, the human genome comprises about 20,000 genes,
of which some 14,000 (approximately 70%) are expressed in the developing or ma-
ture nervous system (Figure 1.1A). Of this subset, about 8000 are expressed in all
cells and tissues, including the nervous system. The remaining 6000 genes of the
14,000 total are expressed only in the nervous system. Most “nervous system-spe-
cific” genetic information for the genes whose expression is shared among several
tissues resides in the introns and regulatory sequences that control timing, quantity,
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FIGURE 1.1

al., 2009; B courtesy of Allen Brain Atlas; C from Bond et al., 2002.)

(B)

variability, and cellular specificity of gene expression.
Thus, despite the number of genes shared by the nervous
system and other tissues, individual genes are regulated
differentially throughout the nervous system, as measured
by the amount of mRNA expressed from region to region
and from one cell type to another (Figure 1.1B). Moreover,
variable messages transcribed from the same gene, called
splice variants, add diversity by allowing a single gene to
encode information for a variety of related protein prod-
ucts. All these differences play a part in the diversity and
complexity of brain structure and function.

A dividend of sequencing the human genome has been
the realization that altered (mutated) genes, sometimes
even one or a few, can underlie neurological and psychiat-
ric disorders. For example, mutation of a single gene that
regulates mitosis can result in microcephaly, a condition in
which the brain and head fail to grow and brain function is
dramatically diminished (Figure 1.1C; also see Chapter 22).
In addition to genes that disrupt brain development, mu-
tant genes can either cause (or are risk factors for) degen-
erative disorders of the adult brain, such as Huntington’s
and Parkinson’s diseases. Using genetics and genomics to
understand diseases of the developing and adult nervous
system permits deeper insight into the pathology, and
raises the hope for gene-based therapies.

©

Genes and the nervous system. (A) In this Venn diagram of

the human genome, the blue and purple regions represent genes that are ex-
pressed selectively in the nervous system along with those that are expressed

in the nervous system as well as in all other tissues. (B) The locations and levels
of expression of a single gene in the human brain. Dots indicate brain regions
where mRNA for this particular gene are found, while their color (blue fo orange)
indicates the relative level (lower fo higher) of mRNA detected at each location.
(C) The consequence of a single-gene mutation for brain development. The
gene, ASPM (Abnormal Spindle-like Microcephaly-associated), affects the func-
fion of a protein associated with mitotic spindles and results in microcephaly. In
an individual carrying the ASPM mutation (left), the size of the brain is dramart-
ically reduced and its anatomical organization is distorted compared with the
brain of a typical control (right) of similar age and sex. (A data from Ramskaéld et
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Approximately 14,000 of the 20,000
human genes are expressed in the
developing or mature nervous system.

The relationship between genotype and phenotype,
however, is clearly not just the result of following genetic
instructions, and genomic information on its own will not
explain how the brain operates, or how disease processes
disrupt normal brain functions. To understand how the
brain and the rest of the nervous system work in health
and disease, neuroscientists and clinicians must also un-
derstand the cell biology, anatomy, and physiology of the
constituent cells, the neural circuits they form, and how
the structure and function of such circuits change with use
across the life span. Whereas understanding the operating
principles of most other organ systems has long been clear,
this challenge has yet to be met for the nervous system,
and in particular the human brain.

Cellular Components of the
Nervous System

Early in the nineteenth century, the cell was recognized
as the fundamental unit of all living organisms. It was not
until well into the twentieth century, however, that neu-
roscientists agreed that nervous tissue, like all other or-
gans, is made up of these fundamental units. The major
reason for this late realization was that the first generation
of “modern” neuroscientists in the nineteenth century had
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FIGURE 1.2 Some of the diverse nerve cell morphologies in the human
nervous system. These drawings are fracings of actual nerve cells stained by
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impregnation with silver salts (the so-called Golgi technique, used in the classic
studies of Golgi and Cajal). Asterisks indicate that the axon runs on much farther
than shown. Note, however, that some cells, such as the retinal bipolar cell, have
very short axons, while others, such as the retinal amacrine cell, have no axon at

all. The drawings are not all at the same scale.

difficulty resolving the unitary nature of nerve cells with
the microscopes and cell staining techniques then avail-
able. The extraordinarily complex shapes and extensive
branches of individual nerve cells—all of which are packed
together and thus difficult to distinguish from one an-
other—further obscured their resemblance to the geomet-
rically simpler cells of other tissues (Figure 1.2). Some biol-
ogists of that era even concluded that each nerve cell was
connected to its neighbors by protoplasmic links, forming
a continuous directly interconnected nerve cell network,
or reticulum (Latin, “net”). The Italian pathologist Camillo
Golgi articulated and championed this “reticular theory”
of nerve cell communication. This mistake notwithstand-
ing, Golgi made many important contributions to medical
science, including identifying the cellular organelle even-
tually called the Golgi apparatus; developing the critically
important cell staining technique that bears his name (see
Figures 1.2 and 1.6); and contributing to the understand-
ing of the pathophysiology of malaria. His reticular theory
of the nervous system eventually fell from favor and was

replaced by what came to be known as the “neuron doc-
trine.” The major proponents of the neuron doctrine were
the Spanish neuroanatomist Santiago Ramoén y Cajal and
the British physiologist Charles Sherrington.

The spirited debate occasioned by the contrasting views
of Golgi and Cajal in the late nineteenth and early twenti-
eth centuries set the course of modern neuroscience. Based
on light microscopic examination of nervous tissue stained
with silver salts according to Golgi’s pioneering method,
Cajal argued persuasively that nerve cells are discrete
entities, and that they communicate with one another by
means of specialized contacts that are not sites of continu-
ity between cells. Sherrington, who had been working on
the apparent transfer of electrical signals via reflex path-
ways, called these specialized contacts synapses. Despite
the ultimate triumph of Cajal’s view over Golgi’s, both were
awarded the 1906 Nobel Prize in Physiology or Medicine
for their essential contributions to understanding the or-
ganization of the nervous system, and in 1932 Sherrington
was likewise recognized for his contributions.
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FIGURE 1.3 The maijor features of neurons visualized with

electron microscopy. (A) Diagram of nerve cells and their com-

ponent parts. The circled letters correspond fo the micrographs
in in the figure. (B) Axon initial segment (blue) enfering a myelin
sheath (gold). (C) Terminal boutons (blue) loaded with synaptic
vesicles (arrowheads) forming synapses (arrows) with a dendrite
(purple). (D) Transverse section of axons (blue) ensheathed by

The subsequent work of Sherrington and others demon-
strating the transfer of electrical signals at synaptic junc-
tions between nerve cells provided strong support for the
neuron doctrine, although occasional challenges to the
autonomy of individual neurons remained. It was not un-
til the advent of electron microscopy in the 1950s that any

(C) Synaptic endings (terminal boutons)

the processes of oligodendrocytes (gold); the surrounding myelin
is black. (E) Apical dendrites (purple) of cortical pyramidal cells.
(F) Nerve cell bodies (purple) occupied by large round nuclei.
(G) Portion of a myelinated axon (blue) illustrating the infervals
that occur between adjacent segments of myelin (gold and
black) referred to as nodes of Ranvier (arrows). (Micrographs
from Peters et al., 1991))

lingering doubts about the discreteness of neurons were
resolved. The high-magnification, high-resolution images
obtained with the electron microscope (Figure 1.3) clearly
established that nerve cells are functionally independent
units; such micrographs also identified the junctions Sher-
rington had named synapses. As a belated consolation for



Golgi, however, electron microscopic studies also demon-
strated specialized (albeit relatively rare) intercellular con-
tinuities between some neurons. These continuities, or
gap junctions, are similar to those found between cells
in epithelia such as the lung and intestine. Gap junctions
do indeed allow for cytoplasmic continuity and the direct
transfer of electrical and chemical signals between cells in
the nervous system.

The histological studies of Cajal, Golgi, and a host of suc-
cessors led to the consensus that the cells of the nervous sys-
tem can be divided into two broad categories: nerve cells, or
neurons, and supporting glial cells (also called neuroglia,
or simply glia). Most, but not all, nerve cells are specialized
for electrical signaling over long distances. Elucidating this
process, which is the subject of Unit I, represents one of the
more dramatic success stories in modern biology. In contrast
to nerve cells, glial cells support the signaling functions of
nerve cells rather than generating electrical signals them-
selves. They also serve additional functions in the devel-
oping and adult nervous system. Perhaps most important,
glia are essential contributors to repairing nervous system
damage, acting as stem cells in some brain areas where they
promote regrowth of damaged neurons in regions where re-
generation can usefully occur. In other regions, they prevent
regeneration where uncontrolled regrowth might do more
harm than good (see below and Unit IV).

Neurons and glia share the complement of organelles
found in all cells, including endoplasmic reticulum, Golgi
apparatus, mitochondria, and a variety of vesicular struc-
tures. In neurons and glia, however, these organelles are
often more prominent in different regions of the cell. Mito-
chondria, for example, tend to be concentrated at synapses
in neurons, while protein-synthetic organelles such as the
endoplasmic reticulum are largely excluded from axons
and dendrites. In addition to differing in the distribution
of their organelles and subcellular components, neurons
and glia differ in some measure from other cells in the
specialized fibrillary or tubular proteins that constitute
the cytoskeleton (see Figure 1.4). Although many of these
proteins—isoforms of actin, tubulin, myosin, and several
others—are found in other cells, their distinctive organi-
zation in neurons is critical for the stability and function
of neuronal processes and synaptic junctions. Additional
filament proteins characterize glial cells and contribute to
their functions. The various filaments, tubules, subcellular
motors, and scaffolding proteins of the neuronal and glial
cytoskeleton orchestrate many functions, including the mi-
gration of nerve cells; the growth of axons and dendrites;
the trafficking and appropriate positioning of membrane
components, organelles, and vesicles; and the active pro-
cesses of exocytosis and endocytosis underlying synaptic
communication. Understanding the ways in which these
molecular components are used to ensure the proper de-
velopment and function of neurons and glia remains a pri-
mary focus of modern neurobiology.
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Neurons

Most neurons are distinguished by their specialization for
long-distance electrical signaling and intercellular commu-
nication by means of synapses. These attributes are appar-
ent in the overall morphology of neurons, in the organiza-
tion of their membrane components, and in the structural
and functional intricacies of the synaptic contacts between
neurons (see Figure 1.3C). The most obvious morphological
sign of neuronal specialization for communication is the ex-
tensive branching of neurons. The two most salient aspects
of this branching for typical nerve cells are the presence of
an axon and the elaborate arborization of dendrites that
arise from the neuronal cell body in the form of dendritic
branches (or dendritic processes; see Figure 1.3E). Most neu-
rons have only one axon that extends for a relatively long
distance from the location of the cell body. Axons may have
branches, but in general they are not as elaborate as those
made by dendrites. Dendrites are the primary targets for
synaptic input from the axon terminals of other neurons and
are distinguished by their high content of ribosomes, as well
as by specific cytoskeletal proteins.

The variation in the size and branching of dendrites is
enormous, and of critical importance in establishing the in-
formation-processing capacity of individual neurons. Some
neurons lack dendrites altogether, while others have den-
dritic branches that rival the complexity of a mature tree
(see Figure 1.2). The number of inputs a particular neuron
receives depends on the complexity of its dendritic arbor:
Neurons that lack dendrites are innervated by the axons of
just one or a few other neurons, which limits their capacity to
integrate information from diverse sources, thus leading to
more or less faithful relay of the electrical activity generated
by the synapses impinging on the neurons. Neurons with
increasingly elaborate dendritic branches are innervated by
a commensurately larger number of other neurons, which
allows for far greater integration of information. The number
of inputs to a single neuron reflects the degree of conver-
gence, while the number of targets innervated by any one
neuron represents its divergence. The number of synaptic
inputs received by each nerve cell in the human nervous
system varies from 1 to about 100,000. This range reflects a
fundamental purpose of nerve cells: to integrate and relay
information from other neurons in a neural circuit.

The synaptic contacts made by axon endings on dendrites
(and less frequently on neuronal cell bodies) represent a spe-
cial elaboration of the secretory apparatus found in many
polarized epithelial cells. Typically, the axon terminal of the
presynaptic neuron is immediately adjacent to a specialized
region of postsynaptic receptors on the target cell. For the
majority of synapses, however, there is no physical continuity
between these two elements. Instead, pre- and postsynap-
tic components communicate via the secretion of molecules
from the presynaptic terminal that bind to receptors in the
postsynaptic cell. These molecules, called neurotransmit-
ters, must traverse an interval of extracellular space between
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FIGURE 1.4 The diversity of cytoskeletal arrange-
ments in neurons. (A) The cell body, the initial segment
of the axon, and dendrites are distinguished by the dis-
fribution of tubulin (green). This distribution contrasts with
the microtubule-binding protein tau (red), which is found
in axons. (B) The localization of actin (red) fo the growing
fips of axonal and dendritic processes is shown here in a
cultured neuron taken from the hippocampus. (C) In con-
frast, in a cultured epithelial cell, actin (red) is distributed in
fibrils that occupy most of the cell body. (D) In astrocytes in
culture, actin (red) is also seen in fibrillar bundles. (E) Tubu-
lin (green) is found throughout the cell body and dendrites
of neurons. (F) Although tubulin is a major component of
dendrites, extending info small dendritic outgrowths called
spines, the head of the spine is enriched in actin (red).

(G) The tubulin component of the cytoskeleton in non-
neuronal cells is arrayed in filamentous networks. (H-K)
Synapses have a special arrangement of cytoskeletal
elements, receptors, and scaffold proteins. (H) Two ax-

ons (green; tubulin) from motor neurons are seen issuing
branches each fo four muscle fibers. The red shows the
clustering of postsynaptic receptors (in this case for the
neurotransmitter acetylcholine). (I) A higher-power view

of a single motor neuron synapse shows the relationship
between the axon (green) and the postsynapftic receptors
(red). (J) Proteins in the extracellular space between the
axon and its farget muscle are labeled green. (K) Scaffold-
ing proteins (green) localize receptors (red) and link them
fo other cytoskeletal elements. The scaffolding protfein
shown here is dystrophin, whose sfructure and function are
compromised in the many forms of muscular dystrophy.

(A courtesy of Y. N. Jan; B from Kalil et al., 2000; C courtesy
of D. Arneman and C. Otey; D courtesy of A. de Sousa and
R. Cheney; E,F from Matus, 2000; G courtesy of T. Salmon;
H-K courtesy of R. Sealock.)

pre- and postsynaptic elements called the synaptic
cleft. The synaptic cleft is not simply an empty space,
but is the site of extracellular proteins that influence the
diffusion, binding, and degradation of the molecules, in-
cluding neurotransmitters and other factors, secreted by
the presynaptic terminal (see Chapter 5).

The information conveyed by synapses on the neu-
ronal dendrites is integrated and generally “read out”
at the origin of the axon (called the axon). The axon is
the portion of the nerve cell specialized for relaying
electrical signals over long distances (see Figure 1.3B).
The axon is a unique extension from the neuronal cell
body that may travel a few hundred micrometers or
much farther, depending on the type of neuron and
the size of the animal (some axons in large animals can
be meters in length). The axon also has a distinct cyto-
skeleton whose elements are central for its functional
integrity (Figure 1.4). Many nerve cells in the human
brain have axons no more than a few millimeters long,
and a few have no axon at all.

Relatively short axons are a feature of local circuit
neurons, or interneurons, throughout the nervous



system. In contrast, the axons of projection neurons ex-
tend to distant targets. For example, the axons that run from
the human spinal cord to the foot are about a meter long.
The axons of both interneurons and projection neurons of-
ten branch locally, resulting in the innervation of multiple
post-synaptic sites on many post-synaptic neurons.

Axons convey electrical signals over such distances by a
self-regenerating wave of electrical activity called an action
potential. Action potentials (also referred to as “spikes” or
“units”) are all-or-nothing changes in the electrical potential
(voltage) across the nerve cell membrane that conveys infor-
mation from one place to another in the nervous system (see
Chapter 2). The process by which the information encoded
by action potentials is passed on at synaptic contacts to a
target cell is called synaptic transmission, and its details
are described in Chapter 5. Presynaptic terminals (also called
synaptic endings, axon terminals, or terminal boutons; see Fig-
ure 1.3C) and their postsynaptic specializations are typically
chemical synapses, the most abundant type of synapse
in the mature nervous system. Another type, the electrical
synapse (mediated by the gap junctions mentioned above),
is relatively rare in the mature nervous system (but abun-
dant in the developing CNS) and serves special functions,
including the synchronization of local networks of neurons.

The secretory organelles in the presynaptic terminal of
chemical synapses are called synaptic vesicles and are
spherical structures filled with neurotransmitters and in
some cases other neuroactive molecules (see Figure 1.3C).
The positioning of synaptic vesicles at the presynaptic mem-
brane and their fusion to initiate neurotransmitter release
are regulated by a variety of proteins (including several
cytoskeletal proteins) either in or associated with the ves-
icle. The neurotransmitters released from synaptic vesicles
modify the electrical properties of the target cell by binding
to receptors localized primarily at postsynaptic specializa-
tions. The intricate interplay of neurotransmitters, receptors,
related cytoskeletal elements, and signal transduction mole-
cules is the basis for communication among nerve cells and
between nerve cells and effector cells in muscles and glands.

Glial Cells

Glial cells—usually referred to more simply as glia—are
quite different from neurons, even though they are at least
as abundant. Glia do not participate directly in synaptic
transmission or in electrical signaling, although their sup-
portive functions help define synaptic contacts and main-
tain the signaling abilities of neurons. Like nerve cells, many
glial cells have complex processes extending from their cell
bodies, but these are generally less prominent and do not
serve the same purposes as neuronal axons and dendrites.
Cells with glial characteristics appear to be the only stem
cells retained in the mature brain, and are capable of giving
rise both to new glia and, in a few instances, new neurons.
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The word glia is Greek for “glue” and reflects the nine-
teenth-century presumption that these cells “held the ner-
vous system together.” The term has survived despite the
lack of any evidence that glial cells actually bind nerve cells
together. Glial functions that are well established include
maintaining the ionic milieu of nerve cells; modulating the
rate of nerve signal propagation; modulating synaptic action
by controlling the uptake and metabolism of neurotransmit-
ters at or near the synaptic cleft; providing a scaffold for some
aspects of neural development; aiding (or in some instances
impeding) recovery from neural injury; providing an inter-
face between the brain and the immune system; and facilitat-
ing the convective flow of interstitial fluid through the brain
during sleep, a process that washes out metabolic waste.

There are three types of differentiated glial cells in the
mature nervous system: astrocytes, oligodendrocytes,
and microglial cells. Astrocytes, which are restricted
to the central nervous system (i.e., the brain and spinal
cord), have elaborate local processes that give these cells
a starlike (“astral”) appearance (Figure 1.5A,F). A ma-
jor function of astrocytes is to maintain, in a variety of
ways, an appropriate chemical environment for neuronal
signaling, including formation of the blood-brain bar-
rier (see the Appendix). In addition, recent observations
suggest that astrocytes secrete substances that influence
the construction of new synaptic connections, and that a
subset of astrocytes in the adult brain retains the charac-
teristics of stem cells (Figure 1.5D; see below).

Oligodendrocytes, which are also restricted to the
central nervous system, lay down a laminated, lipid-rich
wrapping called myelin around some, but not all, axons
(Figure 1.5B,G,H). Myelin has important effects on the
speed of the transmission of electrical signals (see Chapter
3). In the peripheral nervous system, the cells that provide
myelin are called Schwann cells. In the mature nervous
system, subsets of oligodendrocytes and Schwann cells
retain neural stem cell properties, and can generate new
oligodendrocytes and Schwann cells in response to injury
or disease (Figure 1.5E).

Microglial cells (Figure 1.5C,I) are derived primarily
from hematopoietic precursor cells (although some may
be derived directly from neural precursor cells). Microglia
share many properties with macrophages found in other
tissues: They are primarily scavenger cells that remove cel-
lular debris from sites of injury or normal cell turnover. In
addition, microglia, like their macrophage counterparts,
secrete signaling molecules—particularly a wide range of
cytokines that are also produced by cells of the immune
system—that can modulate local inflammation and in-
fluence whether other cells survive or die. Indeed, some
neurobiologists prefer to categorize microglia as a type of
macrophage. Following brain damage, the number of mi-
croglia at the site of injury increases dramatically. Some of
these cells proliferate from microglia resident in the brain,
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FIGURE 1.5 Glial cell types. (A-C) Tracings of differentiated
glial cells in the mature nervous system visualized using the Gol-
gi method include an astrocyte (A)., an oligodendrocyte

(B). and a microglial cell (C). The three tracings are at approx-
imately the same scale. (D) Glial stem cells in the mature ner-
vous system include stem cells with properties of astrocytes that
can give rise to neurons, astrocytes, and oligodendrocytes.

(E) Another class of glial stem cell, the oligodendrocyte precur-
sor, has a more restricted potential, giving rise primarily fo differ-
entiated oligodendrocytes. (F) Astrocytes (red) in tissue culture
are labeled with an antibody against an astrocyte-specific
protein. (G) Oligodendrocytes (green) in tissue culture labeled

while others come from macrophages that migrate to the
injured area and enter the brain via local disruptions in the
cerebral vasculature (the blood-brain barrier).

In addition to the three classes of differentiated glia, glial
stem cells are also found throughout the adult brain. These
cells retain the capacity to proliferate and generate additional
precursors or differentiated glia, and in some cases neurons.
Glial stem cells in the mature brain can be divided into two
categories: a subset of astrocytes found primarily near the
ventricles in a region called the subventricular zone (SVZ) or
adjacent to ventricular zone blood vessels (see Figure 1.5D);

(B) Oligodendrocyte
1

(C) Microglial cell

P

Myelinating oligodendrocyte

M

with an antibody against an oligodendrocyte-specific protfein.
(H) Peripheral axons are ensheathed by myelin (labeled red)
except at nodes of Ranvier (see Figure 1.3G). The green label in-
dicates ion channels (see Chapter 4) concentrated in the node;
the blue label indicates a molecularly distinct region called the
paranode. (I) Microglial cells from the spinal cord labeled with
a cell type-specific antibody. Inset: Higher-magnification image
of a single microglial cell labeled with a macrophage-selective
marker. (A-C after Jones and Cowan, 1983; D.E, after Nishiyama
et al., 2009; F.G courtesy of A.-S. LaMantia; H from Bhat et al.,
2007; I courtesy of A. Light, inset courtesy of G. Matsushima.)

and oligodendrocyte precursors scattered throughout the
white matter and sometimes referred to as polydendrocytes
(see Figure 1.5E). SVZ astrocytes, both in vivo and in vi-
tro, can give rise to more stem cells, neurons, and mature
astrocytes and oligodendrocytes. Thus, they have the key
properties of all stem cells: proliferation, self-renewal, and
the capacity to make all cell classes of a particular tissue.
Oligodendrocyte precursors are more limited in their poten-
tial. They give rise primarily to mature oligodendrocytes as
well as to some astrocytes, although under some conditions
in vitro they can generate neurons.



The significance of stem cells that retain many molecular
characteristics of glia in the mature brain remains unclear.
They may reflect glial identity as the “default” for any pro-
liferative cell derived from the embryonic precursors of the
nervous system, or they may reflect distinctions in the dif-
ferentiated state of neurons versus glia that allow prolifera-
tion only in cells with glial characteristics.

Cellular Diversity in the
Nervous System

Although the cellular constituents of the human nervous
system are in many ways similar to those of other organs,
they are unusual in their extraordinary diversity. The hu-
man brain is estimated to contain about 86 billion neu-
rons and at least that many glia. Among these two overall
groups, the nervous system has a greater range of distinct

FIGURE 1.6 Visualizing nerve cells. (A) Cortical neurons
stained using the Golgi method (impregnation with silver sailts).
(B) Golgi-stained Purkinje cells in the cerebellum. Purkinje cells
have a single, highly branched apical dendrite (as diagrammed
in Figure 1.2F). (C) Infracellular injection of fluorescent dye labels
two retinal neurons that vary dramatically in the size and extent
of their dendritic arborizations. (D) Intracellular injection of an
enzyme labels a neuron in a ganglion of the autonomic (invol-
untary) nervous system. (E) The dye cresyl violet stains RNA in all
cells in a fissue, labeling the nucleolus (but not the nucleus) as
well as the ribosome-rich endoplasmic reticulum. Dendrites and
axons are not labeled, which explains the “blank” spaces be-
tween these neurons. (F) Nissl-stained section of the cerebrall
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cell types—whether categorized by morphology, molec-
ular identity, or physiological role—than any other organ
system (a fact that presumably explains why, as mentioned
at the start of this chapter, so many different genes are
expressed in the nervous system).

For much of the twentieth century, neuroscientists relied
on the set of techniques developed by Cajal, Golgi, and other
pioneers of histology (the microscopic analysis of cells and
tissues) and pathology to describe and categorize the cell
types in the nervous system. The staining method named
for Golgi permitted visualization of individual nerve cells
and their processes that had been impregnated, seemingly
randomly, with silver salts (Figure 1.6A,B). More recently,
fluorescent dyes and other soluble molecules injected into
single neurons—often after physiological recording to iden-
tify the function of the cell—have provided more informa-
tive approaches to visualizing single nerve cells and their

(D)

cortex reveals lamination—cell bodies arranged in layers of dif-
fering densities. The different laminar densities define boundar-
ies between cortical areas with distinct functions. (G) Higher
magnification of the primary visual cortex, seen on the left side
of panel (F). Differences in cell density define the laminae of the
primary visual cortex and differentiate this region from other ce-
rebral cortical areas. (H) Nissl stain of the olfactory bulbs reveals
a distinctive distribution of cell bodies, particularly those cells ar-
ranged in rings on each bulb’s outer surface. These structures,
including the cell-sparse tissue contained within each ring, are
called glomeruli. (C courtesy of C. J. Shatz; all others courtesy of
A.-S. LaMantia and D. Purves.)
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processes (Figure 1.6C,D). Today, many studies depend on
molecular and genetic methods to introduce genes for flu-
orescent proteins that can fully label a neuron or glial cell
and its processes. Additional methods use antibodies that
label specific neuronal and glial components. Finally, nucleic
acid probes with complimentary sequences can detect mR-
NAs that encode genes expressed in neurons or glia using a
method called in situ hybridization (see Figure 1.6 and 1.14).

As a complement to these methods (which provide a sam-
ple of specific subsets of neurons and glia), other stains reveal
the distribution of all cell bodies—but not their processes or
connections—in neural tissue. The widely used Nissl method
is one example; this technique stains the nucleolus and other
structures (e.g., ribosomes) where DNA or RNA is found
(Figure 1.6E). Such stains demonstrate that the size, density,
and distribution of the total population of nerve cells are not
uniform within the brain. In some regions, such as the cere-
bral cortex, cells are arranged in layers (Figure 1.6EG), each
of which is defined by differences in cell density. Structures
such as the olfactory bulbs display even more complicated
arrangements of cell bodies (Figure 1.6H).

Additional approaches, detailed later in the chapter, have
further defined the differences among nerve cells from region
to region. These include the identification of how subsets of
neurons are connected to one another, and how molecular
differences further distinguish classes of nerve cells in var-
ious brain regions (see Figure 1.14). The cellular diversity of
the human nervous system apparent today presumably re-
flects the increasingly complex networks and behaviors that
have arisen over the span of mammalian evolution.

Neural Circuits

Neurons never function in isolation; they are organized
into ensembles called neural circuits that process specific
kinds of information. The synaptic connections that un-
derlie neural circuits are typically made in a dense tangle
of dendrites, axon terminals, and glial cell processes that
together constitute what is called neuropil (Greek pilos,
“felt”; see Figure 1.3C). The neuropil constitutes the re-
gions between nerve cell bodies where most synaptic con-
nectivity occurs (see Figure 1.14D).

Although the arrangement of neural circuits varies greatly
according to the function served, some features are charac-
teristic of all such ensembles. Preeminent is the direction of
information flow in any particular circuit, which is obviously
essential to understanding its purpose. Nerve cells that carry
information from the periphery foward the brain or spinal
cord (or deeper centrally within the spinal cord and brain) are
called afferent neurons; nerve cells that carry information
away from the brain or spinal cord (or away from the circuit
in question) are efferent neurons. Interneurons (local circuit
neurons; see above) participate only in the local aspects of a
circuit, based on the short distances over which their axons

extend. These three functional classes—afferent neurons, ef-
ferent neurons, and interneurons—are the basic constituents
of all neural circuits.

A simple example of a neural circuit is one that mediates
the myotatic reflex, commonly known as the knee-jerk re-
flex (Figure 1.7). The afferent neurons that control the reflex
are sensory neurons whose cell bodies lie in the dorsal root
ganglia and send axons peripherally that terminate in sen-
sory endings in skeletal muscles. (The ganglia that serve this
same function for much of the head and neck are called cra-
nial nerve ganglia; see the Appendix.) The central axons
of these sensory neurons enter the spinal cord, where they
terminate on a variety of central neurons concerned with
the regulation of muscle tone—most obviously on the motor
neurons that determine the activity of the related muscles.
The motor neurons in the circuits are the efferent neurons,
one group projecting to the flexor muscles in the limb, and
the other to extensor muscles. Spinal cord interneurons are
the third element of the circuit. The interneurons receive
synaptic contacts from sensory afferent neurons and make
synapses on the efferent motor neurons that project to the
flexor muscles; thus, they are capable of modulating the in-
put—output linkage. The excitatory synaptic connections be-
tween the sensory afferents and the extensor efferent motor
neurons cause the extensor muscles to contract; at the same
time, interneurons activated by the afferents are inhibitory,
and their activation diminishes electrical activity in flexor
efferent motor neurons and causes the flexor muscles to be-
come less active. The result is a complementary activation
and inactivation of the synergistic and antagonistic muscles
that control the position of the leg.

A more detailed picture of the events underlying the
myotatic or any other neural circuit can be obtained by
electrophysiological recording, which measures the
electrical activity of a nerve cell. There are two approaches
to this method: extracellular recording, where an elec-
trode is placed near the nerve cell of interest to detect its
activity; and infracellular recording, where the electrode
is placed inside the cell of interest. Extracellular record-
ing is particularly useful for detecting temporal patterns
of action potential activity and relating those patterns
to stimulation by other inputs, or to specific behavioral
events. Intracellular recording can detect the smaller,
graded changes in electrical potential that trigger action
potentials, and thus allows a more detailed analysis of
communication among neurons within a circuit. These
graded triggering potentials can arise at either sensory
receptors or synapses and are called receptor potentials
or synaptic potentials, respectively.

For the myotatic circuit, electrical activity can be mea-
sured both extracellularly and intracellularly, thus defin-
ing the functional relationships among the neurons in the
circuit. With electrodes placed near—but still outside—
individual cells, the pattern of action potential activity



Sensory (afferent)
__-axon

Muscle sensory
receptor

Extensor
muscle

Motor (efferent)
axons

Hammer tap
stretches tendon,
which, in turn,
stretches sensory
receptors in leg
extensor muscle.

Sensory neuron synapses
with and excites motor
neuron in the spinal cord.

Sensory neuron also
excites spinal interneuron.

Interneuron synapse
inhibits motor neuron
to flexor muscles.

can be recorded extracellularly for each element of the
circuit (afferents, efferents, and interneurons) before,
during, and after a stimulus (Figure 1.8). By comparing the
onset, duration, and frequency of action potential activity
in each cell, a functional picture of the circuit emerges.
Using intracellular recording, it is possible to observe di-
rectly the changes in membrane potential underlying the
synaptic connections of each element of the myotatic reflex
(or any other) circuit (Figure 1.9).
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FIGURE 1.7 The knee-jerk
response, a simple reflex circuit.
Formally known as the myotatic
reflex, this response illustrates sev-
eral points about the functional
organization of neural circuits.
Stimulation of peripheral sensors
(a muscle stretch receptor in this
case) initiates receptor potentials
that trigger action potentials that
fravel centrally along the afferent
axons of the sensory neurons. This
information stimulates spinal mo-
for neurons by means of synaptic
contacts. The action potentials
friggered by the synaptic potential
in motor neurons fravel peripher-
ally in efferent axons, giving rise to
muscle confraction and a behav-
ioral response. One of the purpos-
es of this particular reflex is to help
maintain an upright posture in

Interneuron

Motor neuron conducts
action potential to
synapses on extensor
muscle fibers, causing
contraction.

Flexor muscle relaxes
because the activity of its
motor neurons has been
inhibited.

the face of unexpected changes
(such as tripping).
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Other Ways to Study Neural Circuits

Recent technological advances allow the activity of entire
populations of neurons to be monitored. One approach,
known as calcium imaging, records the transient changes
in intracellular concentration of calcium ions (see Chapter
7) that are associated with action potential firing (Figure
1.10). Because calcium channels establish currents that
lead to voltage changes in neurons, and because calcium

FIGURE 1.8 Extracellular recording
shows the relative frequency and pat-
tern of action potentials in neurons that
form the neural circuits for the myotatic
reflex. Action potentials are indicated by
individual vertical lines. As a result of the
stimulus, the sensory neuron is friggered to
fire at higher frequency (i.e., more action
potentials per unit of time). This increase
friggers a higher frequency of action po-
tentials in both the extensor motor neurons

Interneuron

Motor (efferent)
axons

Motor neuron
(flexor)

and the interneurons. Concurrently, the

inhibitory synapses made by the interneu-

A
Leg extends

rons onto the flexor motor neurons cause
the frequency of action potentials in these
cells to decline.
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FIGURE 1.9 Intracellularly recorded
responses underlying the myotatic refiex.
(A) Action potential measured in a sensory
neuron. (B) Postsynaptic potential recorded in
an extensor motor neuron. (C) Postsynaptic po-
fential recorded in an inferneuron. (D) Postsyn-
aptic potential recorded in a flexor motor neu-
ron. Such infracellular recordings are the basis
for understanding the cellular mechanisms of
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optogenetics. Optogenetic meth-
ods emerged as a consequence of the
identification and cloning of bacterial
channels referred to as opsins, similar
to the opsins in animal retinas. Bacte-
rial opsins use the same chromophore
found in retinal opsins to transduce
light energy into a chemical signal
that activates channel proteins. Since
opsins modulate membrane currents
when they absorb photons, light can
be used to control nerve cell activity
when bacterial chromophores are in-
corporated into the membrane of any
neuron. Three bacterial opsins have
been used to modify neuronal excit-
ability: bacteriorhodopsin, halorho-
dopsin, and channelrhodopsin (Fig-
ure 1.11A). Both bacteriorhodopsin and
halorhodopsin have a net hyperpolar-
izing effect on cells: Bacteriorhodopsin
conducts H* ions from inside the cell
to outside, and halorhodopsin conducts
Cl" ions from outside to inside the cell.
In contrast, channelrhodopsin con-

action potential generation, and the sensory
receptor and synaptic potentials that trigger
these conducted signals.

Membrane
potential (mV)

is an important second messenger, methods that rely on
changes in fluorescence intensity caused by electrical ac-
tivity can visualize neuronal activity in large numbers of
individual cells based on calcium transients in the cells’
cytoplasm. A related approach uses voltage-sensitive flu-
orescent dyes that insert into the neuronal plasma mem-
brane and report on the transmembrane potential, thereby
imaging the consequences of action potentials and other
electrical signals in many neurons at once. Calcium in-
dicators or voltage-sensitive dyes can be introduced di-
rectly into neurons in living slices or into primary cultured
neurons based on their osmotic properties in solution. In
addition, viral vectors can be used to transfect subpopu-
lations of cells, either in living tissue slices or in the intact
brain in a living animal. Finally, genes that encode cal-
cium- or voltage-sensitive proteins can be introduced into
transgenic animals for more precise control of where and
when the proteins are available for measuring activity in
the living animal.

The most specific and arguably the most effective way
to manipulate the function of neural circuits, however,
is to use molecular genetic tools, an approach called

Activate inhibitory ducts cations (Na*, K*Ca2?, H*) as well
L as anions (Cl"), providing for either
depolarizing or hyperpolarizing mod-
ulation, depending on the channelrho-
Time (ms) dopsin variant and the wavelengths of

light used.

The genes for opsins can be intro-
duced into neurons either in living brain slices or intact
animals. In brain slices, a variety of viral transduction
methods are used. In whole animals genetic methods are
used (see “Genetic Analysis of Neural Systems”). Once the
opsins are expressed in living neurons, these neurons can
be illuminated by specific wavelengths of light, and neural
activity can be manipulated with a high degree of spatial
and temporal resolution, due to microscopic illumination
of one or more opsin-labeled nerve cells. In awake and
behaving animals, this approach can be used during the
performance of specific tasks to evaluate the role of the op-
togenetically modified neurons in task performance (Fig-
ure 1.11B). When optogenetic methods are applied in brain
slices, synaptic activity in axon terminals and dendrites can
be modified locally by illuminating only those regions of
the opsin-expressing nerve cell; the resulting change in
local circuit activity can then be recorded electrophysio-
logically or optically (Figure 1.11C,D). Thus, optogenetic
approaches can modify neuronal activity at a variety of
scales—from single neurons to local neural circuits and
even to more widely distributed neural networks that in-
fluence specific behaviors.
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FIGURE 1.10 Imaging cortical neurons responding to directions indicated by the arrows (numbers 1-4 on the graphs

visual stimuli using calcium-sensitive dyes. (A) The imaging
was done in a live mouse presented with visual stimuli at differ-
ent orientations (a horizontally oriented series of high-contrast
stripes is shown here). A small "window” of bone was removed
over the visual cortex for application of the dyes and subse-
quent imaging; changes in fluorescence intensity were detect-
ed using a microscope with the objective over the exposed
corfical surface. (LGN = lateral geniculate nucleus; V1 = primary
visual cortex.) (B) The change in fluorescence intensity (A F/F
[%]) of four cells imaged this way while the mouse viewed stripes
in the orientations shown at the top of the graphs, moving in

Organization of the Human
Nervous System

Neural circuits that process similar types of information
make up neural systems that serve broader purposes. The
most general functional distinction divides such collec-
tions into sensory systems that acquire and process infor-
mation from the internal and external environments (e.g.,
the visual system or the auditory system, both described

identify the cells, which can be localized in C). Each separate
graph shows the response over time of one cortical cell. In each
graph, the peaks in luorescence signal indicate robust respons-
es when the cell’s preferred stimulus orientation was presented;
little response was elicited by nonpreferred stimuli. (C) The dis-
fribution of cells with preferred responses to stripes oriented at
different angles (colors indicate preferred orientation). Activated
cells preferring different orientations were interspersed, with
each orientation represented by several cells in different posi-
tions within this smaill cortical area. (A from Mank, et al., 2008;
B,C from Ohki et al., 2005.)

in Unit II); and motor systems that respond to such infor-
mation by generating movements (described in Unit III).
There are, however, large numbers of cells and circuits that
lie between these relatively well defined input and output
systems. These are collectively referred to as associational
systems, and they mediate the most complex and least well
characterized brain functions (see Unit V).

In addition to recognizing these broad functional
distinctions, neuroscientists and neurologists have
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Optogenetic methods used to control elec-
trical activity in nerve cells. (A) Two bacterial opsins, showing
their 7-fransmembrane domains. The light-sensing all-frans reti-
nal fransduces a change in illumination to transiently open the
channels. (B) A fiber-optic probe, stabilized with a permanent
head mount, can use a laser to deliver a narrow bandwidth

of light fo specific opsin-expressing neurons. (C) lllumination

of bacterial opsins expressed in striatal neurons that regulate
movement. Neurons expressing channelrhodopsin in the stria-
tum, where neurons have little or no spontaneous action poten-
fial activity (regions on the graph with very few marks), fire ro-
bustly when illuminated (the histogram indicates action poten-
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fial frequency when light is on and channelrhodopsin is activat-
ed). (D) Neurons in the substantia nigra pars reticulata, where
neurons have a high frequency of sponfaneous action potential
activity (rasters and histograms in the left- and right-flanking
regions), can be “silenced” fransiently by illumination in the stri-
atum. The striatal axons release the inhibitory neurotransmitter
GABA. Thus, when the striatal neurons are stimulated optoge-
netically, the result of the “activation” is increased inhibition in
the substantia nigra. Thus, optogenetic mechanisms can assess
the physiology of neural circuits based on the activation of neu-
ronal populations. (A after Zhang et al., 2011; C,D after Kravitz et
al., 2010,
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FIGURE 1.12 The major anatomical components of

the nervous system and their functional relationships.
(A) The CNS (brain and spinal cord) and PNS (spinal and
cranial nerves). (B) Diagram of the major components of the
CNS and PNS and their functional relationships. Stimuli from
the environment convey information to processing circuits in
the brain and spinal cord, which in turn interpret their signifi-
cance and send signals to peripheral effectors that move the
body and adjust the workings of its internal organs.

conventionally divided the vertebrate nervous system an-
atomically into central and peripheral components (Figure
1.12). The central nervous system, typically referred to as
the CNS, comprises the brain (cerebral hemispheres, dien-
cephalon, cerebellum, and brainstem) and the spinal cord.
The peripheral nervous system (PNS) includes the sen-
sory neurons that link sensory receptors on the body sur-
face or deeper within it with relevant processing circuits in
the CNS. The motor portion of the PNS in turn consists of
two components. The motor axons that connect the brain
and spinal cord to skeletal muscles make up the somatic
motor division of the PNS, whereas the cells and axons
that innervate smooth muscle, cardiac muscle, and glands
make up the visceral or autonomic motor division.
Those nerve cell bodies that reside in the PNS are lo-
cated in ganglia, which are simply local accumulations of
nerve cell bodies and supporting cells. Peripheral axons
are gathered into bundles called nerves, many of which
are enveloped by the glial cells of the PNS; as mentioned
earlier, these peripheral glia are called Schwann cells (see
above), and they either myelinate these axons or provide a
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single glial covering that protects otherwise unmyelinated
axons within peripheral nerves.

Two gross histological terms distinguish regions rich
in neuronal cell bodies versus regions rich in axons. Gray
matter refers to any accumulation of cell bodies and neu-
ropil in the brain and spinal cord. White matter (named
for its relatively light appearance, the result of the lipid
content of myelin) refers to axon tracts and commissures.
Within gray matter, nerve cells are arranged in two dif-
ferent ways. A local accumulation with neurons that have
roughly similar connections and functions is called a nu-
cleus (plural: nuclei, not to be confused with the nucleus
of a cell); such collections are found throughout the cere-
brum, diencephalon, brainstem, and spinal cord. In con-
trast, cortex (plural: cortices) describes sheetlike arrays of
nerve cells. The cortices of the cerebral hemispheres and
of the cerebellum provide the clearest examples of this
organizational principle. Within the white matter of the
CNS, axons are gathered into tracts that are more or less
analogous to nerves in the periphery. Each tract contains
axons that typically originate in the same gray matter
structure, are organized in parallel, and often terminate
in the same division of gray matter at some distance from
their origin. Tracts that cross the midline of the brain,
such as the corpus callosum that interconnects the cere-
bral hemispheres, are referred to as commissures. The
sensory tracts of the dorsal spinal cord are referred to as
columns.

The organization of the visceral motor division of the PNS
(the nerve cells that control the functions of the visceral or-
gans, including the heart, lungs, gastrointestinal tract, and
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genitalia) is a bit more complicated (see Chapter 21). Nearly
all components of the PNS—neurons and glia—are derived
from the neural crest (see Chapter 22). Visceral motor neu-
rons in the brainstem and spinal cord—the so-called pre-
ganglionic neurons—form synapses with peripheral motor
neurons that lie in the autonomic ganglia. The peripheral
motor neurons in autonomic ganglia innervate smooth mus-
cle, glands, and cardiac muscle, thus controlling most invol-
untary (visceral) behavior. In the sympathetic division of
the autonomic motor system, the ganglia lie along or in front
of the vertebral column and send their axons to a variety of
peripheral targets. In the parasympathetic division, the
ganglia are found in or adjacent to the organs they innervate.
Another component of the visceral motor system, called the
enteric system, comprises small ganglia as well as individ-
ual neurons scattered throughout the wall of the gut. These
neurons and their intrinsic axonal connections comprise vast
neural networks that influence enteric motility and secretion.
More details about the physical structures and overall anat-
omy of the human nervous system can be found in the Ap-
pendix and the Atlas in the back of this book.

Neural Systems

Several characteristics distinguish neural systems within the
complex array of anatomical components that make up any
nervous system; primary among these are unity of function,
representation of specific information, specific connectivity
among select brain regions, and subdivision into subsys-
tems for relaying and processing information in parallel. The
most important of these is the unity of function evident in a
selectively interconnected ensemble of neurons distributed
over multiple ganglia in the PNS, or nuclei and cortices in
the CNS. For example, the visual system is defined by all the
neurons and connections primarily dedicated to vision, the
auditory system by those dedicated to hearing, the somato-
sensory system by those dedicated to the sense of touch, the
pyramidal motor system by the neurons and connections
dedicated to voluntary movement, and so on for many other
identifiable systems. In many instances, a system’s compo-
nents are distributed throughout the body and brain. Thus,
sensory systems include peripheral sensory specializations
in eye, ear, skin, nose, and tongue, while motor systems in-
clude the peripheral motor nerves and target muscles re-
quired to perform various actions. Both sensory and motor
systems entail nerve pathways that connect the periphery
with nuclei in the spinal cord, brainstem, and thalamus, as
well as the relevant areas of the cerebral cortex.

Two other features of many neural systems are orderly
representation of information at various levels, and a division
of the function of the system into submodalities that are typi-
cally relayed and processed in parallel pathways. Parallel path-
ways arise because virtually all neural systems have identifi-
able subsystems. The human visual system, for instance, has
subsystems that emphasize stimulus characteristics such as

color, form, or motion, with each class of information relayed
and processed separately to some degree. Similar segrega-
tion of information subtypes into parallel pathways is appar-
ent in other sensory and motor systems.

For systems such as vision and somatic sensation (e.g.,
touch)—systems that function to distinguish differences be-
tween neighboring points in the visual field or on the body’s
surface—the representation of information is topographic.
Such representations form topographic maps that reflect
a point-to-point correspondence between the sensory pe-
riphery (the visual field or the body surface) and neighboring
neurons within the central components of the system (in the
spinal cord and brain). Motor systems also entail topographic
representations of movements, although here the direction of
information flow is from the CNS to the periphery.

For neural systems where the representation of infor-
mation does not depend on discriminating neighboring
points in a field—for example, hearing, smell, and taste—
organizational principles compare, assess, and integrate
multiple stimulus attributes in an orderly way that facili-
tates the extraction and processing of essential informa-
tion. These representations, many of which remain only
partially understood, are collectively referred to as compu-
tational maps. The organization of even more complex
information such as perception, attention, emotions, and
memories is also unclear, and presumably involves pro-
cessing that engages additional networks beyond the rela-
tively rudimentary level of topographic or computational
maps in sensory and motor cortices (see Unit V).

Genetic Analysis of Neural Systems

Genetic analyses of nervous system function in health and
neural disorders have been made by examining families in
which a disease is inherited in a Mendelian fashion (i.e., due
to both parents carrying one copy of a recessive gene, leading
to homozygosity for this gene in offspring, or by one parent
carrying a non-lethal dominant gene that is passed on to an
offspring). An alternative approach is statistical correlation of
likely disease genes drawn from analyses of large cohorts of
individuals with the same clinical diagnoses (genome-wide
association studies, or GWAS). The idea with GWAS is that
if a genetic variant occurs with a greater than random fre-
quency in patients with a clinically diagnosed condition such
as Alzheimer’s disease, schizophrenia, or autism, it probably
contributes to that pathology. Once identified, human dis-
ease genes can be “modeled” in experimental animals that
have orthologous genes (identical or similar genes based
on sequence and chromosomal location). The identification
of genes associated with diseases of the nervous system pro-
vides a direct connection between the brain’s genomic foun-
dations and brain structure and function.

Most of the analysis of the biological function of human
disease genes has been done in mice, although some has
been done in fruit flies (Drosophila melangaster), a nematode
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uch modern neuroscience fo-
Mcuses on understanding the or-

ganization and function of the
human nervous system, as well as the
pathological bases of neurological and
psychiatric diseases. These issues, how-
ever, are difficult to address by studying
the human brain; therefore, neuroscien-
tists have relied on the nervous systems
of other animals as a guide. A wealth
of information about the anatomy, bio-
chemistry, physiology. cell biology, and
genetics of neural systems has been
gleaned by studying the brains of a va-
riety of species.

Often the choice of model species
studied reflects the assumptions about
enhanced functional capacity in that
species; for example, from the 1950s
through the 1970s, cats were the sub-
jects of pioneering studies on visual
function because they are highly "vi-
sual” animals, and therefore could be
expected to have well-developed brain
regions devoted to vision—regions sim-
ilar to those found in primates, includ-
ing humans. Much of what is currently
known about human vision is based
on studies carried out in cats. Studies
on invertebrates such as the squid and
the sea slug Aplysia californica yielded
similarly critical insights into the basic
cell biology of neurons, synaptic trans-
mission, and synaptic plasticity (the
basis of learning and memory). Both
the squid and the sea slug were cho-
sen because of cerfain exceptionally
large nerve cells with stereotypic identi-
ty and connections that were well suit-
ed to physiological measurements. In
each case, the advantages offered by
these cells made it possible to perform
experiments that helped answer key
questions.

Biochemical, cellular, anatomical,
physiological, and behavioral studies
continue to be conducted on a wide
range of animals. However, the complete
sequencing of the genomes of inverte-
brate and vertebrate species, includ-
ing mammals, has led to the informal
adoption by many neuroscientists of four
"model” organisms based on the ability
to do genetic analysis and manipulation
in each of these species. A majority of
the genes in the human genome are ex-

Model Organisms in Neuroscience

pressed in the developing and adult
nervous system. The same is true in
the nematode worm Caenorhab-
difis elegans; the fruit fly Drosophila
melanogaster; the zebrafish (Danio
rerio); and the house mouse (Mus
musculus)—the four species com-
monly used in modern genetics, and
used increasingly in neuroscience.
Despite certain limitafions in each of
these species, the availability of their
genomes facilitates research on a
range of questions at the molecular,
cellular, anatomical, and physiologi-
cal levels.

One advantage of these model
species is that the wealth of genetic
and genomic information for each
one permits sophisticated manipu-
lation of gene expression and func-
fion. Thus, once an important gene
for brain development or later func-
fion is identified, it can be specifi-
cally manipulated in the worm, fly,
fish, or mouse. Large-scale screens
of mutant animals whose genomes
have been modified randomly by
chemical mutagens allow investiga-
fors to search for changes from typi-
cal development structure and func-
fion (the phenotype) and to identify
genes related to specific aspects of
brain architecture or behavior. Simi-
lar efforts, although more limited in
scope, have identified spontaneous or
induced mutations in the mouse that
disrupt brain development or function.
In addition, manipulations that result
in so-called transgenic animals permit
genes to be infroduced into the ge-
nome (“knocked in"), or fo be deleted
or mutated (“knocked out”) using the
remarkable capacity of genomes to
splice in new sequences that are similar
fo endogenous genes. This capacity,
referred to as homologous recombina-
tion, allows DNA constructs that disrupt
or alter the expression of specific genes
fo be inserted into the location of the
normal gene in the host species. These
approaches allow assessment of the
consequences of eliminating or altering
gene function.

Neuroscientists study the nervous
systems and behaviors of other spe-
cies as well, but with somewhat differ-

Human
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D. melanogaster
(fruit fly) ~15,000

C. elegans (nematode)
~19,000
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Estimated genome sizes of humans and
several model species. Note that the num-
ber of genes in an organism’s genome
does not correlate with cellular or organ-
ismal complexity; the simple nematode
Caenorhabditis elegans, for example,

has almost the same number of genes as
a human. Much genetic activity is depen-
dent on transcription factors that regulate
when and to what degree a given gene is
expressed.

ent aims. Crustaceans such as crayfish
and lobsters and insects such as grass-
hoppers and cockroaches have been
useful for discerning basic rules that
govern neural circuit function. Avians
and amphibians (chickens and frogs)
contfinue fo be useful for studying ear-
ly neural development, and mammals
such as rats are used extensively for
neuropharmacological and behavioral
studies of adult brain function. Finally,
non-human primates (the rhesus mon-
key in particular) provide opportunities
to study complex functions that closely
approximate those carried out in the
human brain. None of these species,
however, is as amenable fo genetic
and genomic manipulations as are the
four species mentioned above, each
of which has made significant contri-
butions to understanding the human
brain.

worm (Caenorhabditis elegans), and more recently, zebraf-
ish (Danio rerio) (Box 1A). In the fly and worm, “forward”
genetic analysis can be used in which flies or worms are
randomly mutagenized using chemicals, ultraviolet light,
or X-ray irradiation. Mutants with genes orthologous to
human genes are then identified based on animal pheno-
types that parallel those in humans.

An alternative to mutagenesis is genetic engineering,
or “reverse” genetics. This approach is used in several
model species; however, for neuroscience, genetically en-
gineered mice have become particularly important, since
mutations that parallel those found in humans can be
made in orthologous mouse genes (Figure 1.13A). All of
the techniques of genetic engineering rely on manipulations



18 Chapter

(A4 Introduce a new gene, or modify or disable an

existing gene, in mouse embryonic stem cells in vitro.

s
X
%%ﬁ;%?

Isolation of
stem cell line

Incorporation into
inner cell mass

Surgical transfer
of embryos into
foster mother

A

Mosaic Wild type
(chimera)

If some manipulated cells

produce an egg or sperm:

S

Heterozygous (F;) carrying one
copy of the manipulated gene

S

Homozygous carrier (F,) formed
when two F; mice are mated

(B)

In most cells: No recombination

Promoter for nestin

o

Promoter for nestin

©

One end of the

targeted DNA.

Cas9 cuts the
double-stranded
DNA molecule

in two.

5/
€ gRNA

gRNA recognizes the

endonuclease Cas9, 3’

while the other end

hybridizes with the

specific sequence of

Into cell/zygote

* Double-strand break

1 Repair

Simple
repair

/

s \ [

directed repair

l Homology

Re—
combination

CLLR Y AR —— DNA

bp insertion’ FTaMe Premature Homology iragm ent
or deletion ~ Shift stop codon * il(':;ertion
Often, emergency repair of
DNA introduces error; a few JATTEETTETR 108118 LAT 30112131 TR

base pairs (bp) are deleted
or added. The resulting
frame-shift mutation
disables the protein,
producing a gene knockout.

In nervous system only (expressing nestin)

Oy T o ) D)

!
Cre recombinase

“Floxed” allele of androgen receptor gene
Exon 1 Exon 2 Exon 3

O FES D D)

recombinase — ~

Cre

loxP binding sites
for Cre recombinase

In cells that do not express
Cre recombinase, the
floxed gene is left intact.

/recombi.nase
Exon 1 + Exon 3
Disrupted androgen
receptor gene ) LD )
Exon1l  Exon3

The targeted gene is disrupted
only in those cell types that
express the Cre transgene.

If synthesized DNA is also
introduced, it can hybridize with the
two ends of the break and introduce a
new sequence in between. In this way,
a disease allele can be introduced into
a model animal, or a dysfunctional
gene in a human can be replaced with
a functional version.

FIGURE 1.13 Genetic engineering.
(A) Creation of a homozygous carrier
mouse. (B) Conditional mutagenesis
using the Cre/lox system, which excises
a genetic sequence of interest.

(C) DNA editing using CRISPR-Cas9.

(A after Stewart and Mintz, 1981.)



either in newly fertilized mouse zygotes (transgenic mice
are made this way) or in mouse embryonic stem (ES) cells
(“knock-out” and “knock-in” mice are made this way). In
each instance, the murine genome is altered so that all cells
in the mouse will carry the mutation. Knock-in and knock-
out mice are made by homologous recombination. This
approach relies on endogenous cellular mechanisms for
DNA replication and repair. DNA polymerases and ligases
can mistake a synthetic DNA sequence targeted by homol-
ogous 3’ and 5' sequences to a specific region of the genome
and substitute (“recombine”) the exogenous DNA sequence
(at a low frequency) for the sequence normally found at that
location. ES cells that have undergone homologous recombi-
nation for the targeted gene sequence are then injected into
the blastocyst of a newly fertilized in vitro mouse embryo,
where they integrate into the developing embryo, including
germ cells (embryonic cells that give rise to egg or sperm
precursors). This genetically engineered mouse can now
pass the engineered gene to subsequent generations.

Knock-in and knock-out mice can be engineered for con-
ditional mutations using the Cre/lox system, in which an
exogenous recombinase recognizes unique DNA excision se-
quences (loxP sequences) that are introduced at the 5" and 3’
ends of an endogenous gene and eliminates the intervening
sequence (Figure 1.13B). The loxI> sequences are not found
in mammalian genomes but occur in genomes of bacteria
targeted by certain viruses. The viruses use a unique DNA
cutting enzyme, called Cre recombinase (Cre stands for
Causes recombination), to cut pieces of DNA out of the bacte-
rial genome, and then recombine the cut ends. Cre recombi-
nase is also not found in any vertebrate genome, so in apply-
ing the Cre/lox system to murine models, the gene encoding
Cre recombinase must first be introduced into the mouse
genome. The Cre insert is engineered so that it has DNA se-
quences on the 5 and 3’ ends that are homologous to an en-
dogenous mouse gene. During mitotic DNA replication, the
Cre DNA gets recombined into the genome at that locus and
is then expressed under the control of the promoter and other
regulatory sequences for that gene. With expression of the
Cre DNA, the resulting Cre recombinase engages the loxP
binding sites, and the intervening endogenous exon targeted
for elimination (the so-called floxed sequence) is excised.

In a further refinement of this technique, Cre recombinase
has been reengineered with a genetically modified estrogen
receptor that cannot bind endogenous estrogen (the gonadal
steroid) and can only be activated by an exogenous chemi-
cal (tamoxifen), a synthetic estrogen analog. This approach,
referred to as the Cre:ERT method (ERT stands for estrogen
receptor reengineered for tamoxifen activation), allows for
temporal control of recombination. Tamoxifen is given at the
time during development or in the adult that one wishes to
assess gene function, and the target gene is excised or acti-
vated by the Cre recombinase only at that time.

An even newer approach to genetic engineering
uses CRISPR-Cas9 DNA editing, which allows specific
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mutations to be inserted into targeted genes (Figure 1.13C).
CRISPR-Cas9 relies on a specific RNA guide sequence
(gRNA) that combines with tracrRNA recognized by the
bacterial Cas9 DNA excision/repair enzyme. This RNA/
enzyme complex cleaves the DNA at the genomic location
recognized by the guide sequence. Following Cas9 exci-
sion, the DNA is repaired by non-homologous end joining,
yielding a microdeletion mutation. Alternatively, a donor
DNA sequence can be inserted following Cas9 cleavage via
a mechanism similar to homologous recombination. The
consequences of these modifications can then be studied.

Despite these remarkable techniques, identifying genes
responsible for diseases has been much harder than an-
ticipated, and whether mutations in the mouse are valid
replicas of a human disease is always uncertain.

Structural Analysis of Neural Systems

Early observers of neural systems made inferences of func-
tional localization (i.e.,, which region of the nervous system
serves which function) by correlating behavioral deficits (e.g.,
paralysis of a specific extremity, difficulty speaking or under-
standing language) to damaged brain structures observed
post mortem. Using structure to infer function was soon
adapted to experimental animals, and much neuroscience
rests on observations made by purposefully damaging a
brain region, nerve, or tract and observing a subsequent loss
of function. Indeed, such lesion studies have provided much
current understanding of the anatomy of neural systems.
More detailed neuroanatomical studies that help define
neural systems emerged with the advent of techniques that
can trace neural connections from their source to their
termination (anterograde), or from terminus to source
(retrograde). Initially these techniques relied on inject-
ing single neurons or a brain region with visible dyes or
other molecules, which were then taken up by local cell
bodies and transported to axon terminals, or taken up by
local axon terminals and transported back to the parent
cell body (Figure 1.14A,B). Such tracers can also demon-
strate an entire network of axonal projections from nerve
cells exposed to the tracer (Figure 1.14C). More recent ap-
proaches use viral vectors, made innocuous via genetic
engineering, to insert tracer proteins into the nucleus of
a target neuronal population. These viruses often can use
the host cell to replicate and be released, thereby tracing
circuitry beyond the direct target of any particular set of
nerve cells. Together these approaches permit assessment
of the extent of connections from a single population of
nerve cells to their targets throughout the nervous system.
Analyses of connectivity have been augmented by mo-
lecular and histochemical techniques that demonstrate
biochemical and genetic distinctions among nerve cells
and their processes. Whereas conventional cell staining
methods show differences in cell size and distribution,
antibody stains recognize specific proteins in different



FIGURE 1.14 Cellular and molecular approaches for study-
ing connectivity and molecular identity of nerve cells. (A-C)
Tracing connections and pathways in the brain. (A) Radioactive
amino acids can be taken up by one population of nerve cells (in
this case, injection of a radioactively labeled amino acid info one
eye) and transported o the axon ferminals of those cells in the
target region in the brain. (B) Fluorescent molecules injected into
nerve tissue are taken up by the axon terminals at the site of the
injection (the dark layers evident in the thalamus). The molecules
are then fransported, labeling the cell bodies and dendrites of the
nerve cells that project fo the injection site. (C) Tracers that label
axons can reveal complex pathways in the nervous system. In this
case, a dorsal root ganglion has been injected, showing the vari-
ety of axon pathways from the ganglion info the spinal cord. (D-F)
Molecular differences among nerve cells. (D) A single glomerulus
in the olfactory bulb (see Figure 1.6H) has been labeled with an
antfibody against the inhibitory neurotransmitter GABA. The label
shows up as a red stain, revealing GABA to be localized in subsets
of neurons around the glomerulus (arrowheads) as well as at syn-
aptic endings in the neuropil of the glomerulus (asterisk). (E) The
cerebellum has been labeled with an antibody that recognizes
subsets of dendrites as well as cell bodies (green). (F) Here the cer-
ebellum has been labeled with an RNA probe (blue) for a specific
gene franscript that is expressed only by Purkinje cells. (A courtesy
of P. Rakic; B courtesy of B. Schofield; C courtesy of W. D. Snider and
J. Lichtman; D-F courtesy of A.-S. LaMantia, D. Meechan, and T.
Maynard.)

regions of a nerve cell, or molecular differences in classes
of nerve cells. The use of antibody stains has clarified the
functional distribution of synapses, dendrites, and other
distinguishing features of nerve cell types in a variety of
regions (Figure 1.14D,E). In addition, antibodies against
various proteins, as well as probes for specific mRNA tran-
scripts (which detect gene expression in the relevant cells),
have been used for similar purposes (Figure 1.14F).

More recently still, molecular genetic and neuroana-
tomical methods have been combined to visualize the
expression of fluorescent or other tracer molecules under
the control of regulatory sequences of neural genes (Figure
1.15). This approach illuminates individual cells in fixed or
living tissue in remarkable detail, allowing nerve cells and

Cell body

Sensory endings in skin
Peripheral axon

FIGURE 1.15 Genetic engineering used to show pathways
in the nervous system. A reporter gene that codes for a visi-
ble protein (e.g., green fluorescent protein) is inserted into the
genome under the control of a cell type-specific promoter (a
mouse DNA sequence that turns the gene “on” in specific tis-
sue and cell types). The reporter is expressed only in those cell
types, revealing the cell bodies, axons, and dendrites of all cells
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in the nervous system that express the gene. Here the reporter is
under the control of a promoter DNA sequence that is activated
only in a subset of dorsal root ganglion neurons. The reporter
labels neuronal cell bodies; the axons that project to the skin as
free nerve endings; and the axon that projects to the dorsal root
of the spinal cord to relay this sensory information from the skin
fo the brain. (Photographs from Zylka et al., 2005.)



their processes to be identified by their transcriptional state
(i.e., which genes are being transcribed in that cell) as well
as their structure and connections. These techniques en-
able molecular distinctions to be made between otherwise
equivalent nerve cells.

In short, a variety of molecular and genetic engineer-
ing approaches now allow researchers to trace connections
between defined populations of neurons and their targets.
The use of pathway tracing and analyses of the molecular
and genetic identity of nerve cells and connections in neu-
ral systems are now routine.

Functional Analysis of Neural Systems

Functional analyses provide another powerful way of un-
derstanding the organization of nervous systems. A variety
of physiological methods are now available to evaluate the
electrical and metabolic activity of the neuronal circuits
that make up a neural system. Two approaches—electro-
physiological recording and functional brain imaging—
have been particularly useful in defining how neural sys-
tems convey and represent information.

The most widely used electrophysiological method,
however, has been single-cell, or single-unit, electrophys-
iological recording with microelectrodes, as discussed ear-
lier in the chapter (see Figures 1.8 and 1.9). This method
often records from several nearby cells in addition to the
one selected, providing further useful information. The use
of microelectrodes to record action potential activity allows
cell-by-cell analysis of the organization of topographic
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cortex

Receptive
field (center)

Receptive field
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maps (see above), and can give specific insight into the
type of stimulus to which the neuron is “tuned” (i.e., the
stimulus that elicits a maximal change in neuronal activity
from a baseline state). Such tuning defines a neuron’s re-
ceptive field—the region in sensory space (e.g., the body
surface or a specialized structure such as the retina) within
which a specific stimulus elicits action potential response
(Figure 1.16). This way of understanding neural systems
was pioneered by Stephen Kuffler and Vernon Mountcastle
in the early 1950s and has been used by several generations
of neuroscientists to evaluate the relationship between pe-
ripheral stimuli (sensory) or actions (motor) and neuronal
responses in both sensory and motor systems. Electrical
recording techniques at the single-cell level have been
extended and refined to include single and simultane-
ous multiple cell analysis in animals performing complex
cognitive tasks, intracellular recordings in intact animals,
and the use of patch electrodes to detect and monitor the
activity of the individual membrane molecules that ulti-
mately underlie neural signaling (see Chapters 2 and 3).
For neurons that are not concerned with space as such,
stimulus-selective responses further define receptive field
properties that are used to categorize neurons. For ex-
ample, the response to different odorant molecules can be
used to define the preferences of individual neurons in the
olfactory system. Such preferences can be identified for any
neuron. Thus, a neuron in the visual system, for example,
can be tested for preferences to color, motion, and so on,
in addition to being tested for its response to stimuli pre-
sented in a distinct location in visual space.

Activity of cortical neuron

Touch in the center
of receptive field
increases cell firing.

Touch in the surround
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e
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FIGURE 1.16 Single-unit electrophysiological recording in a monkey. This example is from a
cortical pyramidal neuron, showing the firing pattern in response fo a specific peripheral stimulus
in the anesthetized animal. (A) Typical experiment setup, in which a recording electrode is inserted
info the somatosensory cortex in the postcentral gyrus. (B) Defining neuronal receptive fields.
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Functional brain imaging (see below) provides another,
noninvasive approach for studying neural activity. Over
the last three decades, techniques for brain imaging, es-
pecially in humans (and, to a lesser extent, experimental
animals), have revolutionized our understanding of neural
systems and the ability to describe and diagnose functional
abnormalities in individuals with brain disorders. Unlike
electrophysiological methods of recording neural activity,
which require exposing the brain or some other part of the
nervous system and inserting electrodes, brain imaging
is thus applicable to both patients and healthy individu-
als who volunteer for neuroscientific investigations. Cur-
rent functional imaging methods record local metabolic
activity in relatively small volumes of brain tissue. These
approaches allow the simultaneous evaluation of multi-
ple brain structures, which is possible but difficult with
electrical recording methods.

Analyzing Complex Behavior

Many advances in modern neuroscience have involved
reducing the complexity of the brain to more readily ana-
lyzed components—genes, molecules, cells, and circuits.
But, more complex brain functions such as perception,
language, emotions, memory, and consciousness remain a
challenge for contemporary neuroscientists. Over the last
30 years or so, a new field called cognitive neuroscience
has emerged that is specifically devoted to understand-
ing these issues (see Unit V). One approach to cognitive
neuroscience is to design and validate specific behavioral
tasks that can be used to assess aspects of human or ani-
mal information processing and behavior. These tasks can
be used in humans and assessed based on correct versus
incorrect responses, numbers of trials needed to learn the
task, or the reaction time between the presentation of a
stimulus and the individual’s response. In addition, tasks
can be adapted for presentation in a magnetic resonance
scanner, and performed while the scanner records changes
in patterns of activity (inferred from blood flow changes)
in the human brain, as described in more detail in the fol-
lowing sections.

This evolution of cognitive neuroscience has also rejuve-
nated neuroethology, the field devoted to observing com-
plex behaviors of animals in their native environments—for
example, social communication in birds and non-human
primates—and has encouraged the development of tasks
to better evaluate the genesis of complex human behaviors.
When used in combination with reductionist neuroscience
methods, brain regions that are active when engaging in
tasks that involve language, mathematics, music, aesthet-
ics, and even abstract thinking and social appraisals can be
evaluated. Carefully constructed behavioral tasks can also
be used to study the pathology of complex neurological
disorders that compromise cognition, such as Alzheimer’s

disease, schizophrenia, and depression. Although there is
clearly a long way to go, these increasingly powerful ap-
proaches are beginning to unravel even the most complex
aspects of human behavior in scientific terms.

Imaging the Living Human Brain

Until the late 1970s, most understanding of the structure
and function of the human brain was derived from post-
mortem human specimens or inferred from animal studies.
While these approaches were informative, the information
they provided necessarily failed to convey the functional
complexity of the human brain. Furthermore, most ana-
tomical and functional correlations were based on the con-
sequences of brain damage, raising additional uncertain-
ties. The advent of techniques for imaging the anatomical
and functional details of the human brain resulted in ob-
servations that supported many of the conclusions drawn
from postmortem and animal studies. Their primary value
was for clinical or diagnostic purposes. In the last several
decades, however, newer approaches have been used in
safe, non-invasive research in healthy human participants
as well as individuals with brain damage or neurological
diseases. In addition to confirming older conclusions in a
more rigorous way, these methods opened new avenues for
exploring how the brain carries out complex functions such
as language, reading, math, music, and more.

Early Brain Imaging Using X-Rays

The first phase of human brain-imaging techniques in-
cluded X-ray-based methods such as pneumoenceph-
alography and cerebral angiography (Figure 1.17). In
pneumoencephalography, air is injected into the subarach-
noid space that contains cerebrospinal fluid, thus provid-
ing better X-ray contrast (see Figure 1.17A). This approach
was especially useful in visualizing ventricular anomalies
that cause hydrocephalus (dilation of one or several brain
ventricles due to obstructions of the ventricular system).
Nonetheless, the risks and discomfort produced by this
method limited its use to patients whose provisional di-
agnoses could be confirmed in this way. Newer methods
(described below) have replaced this approach.

In cerebral angiography, a contrast agent is introduced
into the circulation via an arterial catheter. X-ray images
are then taken of the head in different planes, revealing
the blood vessels as a network within the brain (see Fig-
ure 1.17B). This approach allowed identification of arte-
rio-venous malformations and other vascular anomalies
such as arterial occlusions. Cerebral angiography could
also inform clinical assessments of vascular accidents
(“strokes”) during a time when few other approaches
were available. But again, the substantial risk of the pro-
cedure limits its use.
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FIGURE 1.17 Imaging basic features of the brain and cerebral vasculature using older
X-ray-based methods. (A) Sagittal view from a pneumoencephalogram of the head and brain

of a typical individual. The ventricles in this individual have been injected with air, which makes
them more franslucent than the surrounding tissue. This allows the ventricular space, particularly
the lateral ventricles (LV), which span the anterior as well as posterior regions of each cortical hemi-
sphere, to be seen clearly. (B) Sagittal view from a cerebral angiogram. The carotid artery (arrow) is
the large vessel leading o the reticulum of vessels that are seen on the lateral surface. The carotid
artery gives rise to multiple branches on the lateral surface of the cerebral hemispheres that es-
tablish the blood supply for most of the cerebral cortex. Note that the brain tissue itself has little

contrast when imaged by X-ray. (From Hoeffner et al., 2012.)

Early Functional Mapping Using
Cortical Surface Stimulation and
Electroencephalography

The advent of electrophysiological techniques that could be
used in animals—particularly in non-human primates—
brought about a new understanding of the functional or-
ganization of the brain, particularly the cerebral cortex.
Over the late nineteenth century and on into the twentieth
century, pioneering neurophysiologists demonstrated func-
tional areas in the intact primate brain that process specific
sensory modalities. More detailed studies of the brains of
experimental animals in the mid-twentieth century showed
that there are actually multiple cortical regions for various
sensory modalities in each hemisphere. These studies also
defined the basic properties of topographic maps, especially
for the somatosensory and visual cortex. These areas implied
a sophistication of processing beyond the low-resolution
map based on postmortem analysis of lesions in humans, or
even on lesion studies with more precisely localized cortical
damage in non-human primates.

No doubt inspired by this work, research to develop
techniques for recording the electrical activity of intact
human brains proceeded apace. These methods initially
were used as clinical tools, especially in the localization
of epileptic foci while exploring sites for neurosurgical
removal of epileptogenic cortical tissue. At the Montreal
Neurological Institute, Herbert Jasper, one of the key
developers of electroencephalography (EEG), worked
with Wilder Penfield, who used non-penetrating sur-
face electrodes to stimulate cortical regions exposed for

neurosurgical purposes (EEG relies on scalp electrodes to
detect changes in electrical activity; see below). Penfield’s
primary goal was to ensure that no critical cortical tissue
would be removed from either hemisphere. For example,
he carefully mapped the limits of the language areas in
the left hemisphere to avoid any damage to these regions.
Thus, Penfield (as well as subsequent neurosurgeons) exer-
cised maximal caution when removing an “epileptic focus”
identified by EEG to relieve otherwise intractable seizures
in individuals with epilepsy. Penfield and Jasper’s efforts
also revealed both the somatosensory maps of the body
surface (Figure 1.18A; also see Chapter 9) and the motor
maps of movement intention expressed by the body’s mus-
culature (see Chapter 17) in humans (the homunculus; see
Figure 9.11C). The patients being evaluated were alert and
responsive (only local anesthesia was used). They could
thus report where systematic stimulation elicited sensa-
tion on the body surface, and the surgeons could observe
where stimulation caused muscle contraction. This work in
neurosurgical patients was later extended to the mapping
of other functions such as language (see Chapter 27). It was
obvious, however, that there would be enormous benefit
for both clinical practice and basic neuroscience if diagno-
sis and mapping could be done noninvasively in clinical
patients as well as in nonclinical volunteers.

One useful, but low-resolution, approach to noninva-
sive activity mapping has been developed using a “cap”
with scalp EEG electrodes placed in an ordered spatial ar-
ray across the head. This approach, referred to as event
related potential analysis or ERP (Figure 1.18B), uses nei-
ther radioactivity nor electrical stimulation. Instead, the
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FIGURE 1.18 Indirect “images” of functional localization and
maps using invasive and noninvasive neurophysiological
approaches. (A) Penfield and Jasper defined the homunculus
using intracranial surface electrode mapping. This approach relied
on stimulation using an electrode placed carefully on the arach-
noid surface to avoid damage fo the underlying brain tissue. This
early work resulted in the somatotopic map, as represented here.
(B) Event related potential (ERP) recording in an awake, alert child.
The array of scalp electrodes in the “cap” indicates the recording
locations. Comparing the response infensity recorded at each site
provides a low-resolution map of localized cortical activity.

(©) Transcranial magnetic stimulation (TMS) relies on a handheld
device that generates a magnetic field based on current flow
through a magnetic coil. The device can deliver a pulse of current
fo the surface of the cerebral cortex, causing a brief disruption of
electrical activity in that area. TMS has gained some acceptance
as a clinical treatment for depression and other mood disorders,
as well as being used fo assess normal function. (B © Jon Wilson/
Science Source.)

net electrical activity from each point in the scalp electrode
array is detected, amplified, and mapped with reference
to each electrode’s position on the head. Individuals are
presented with sensory stimuli or directed to execute a mo-
tor task, and time-locked electroencephalographic signals
are averaged with respect to stimulus or task onset. ERPs
can be recorded from adults as well as children, facilitating
activity-based analysis of developmental behavioral and
brain-based changes. These analyses allow, indirectly, for
general localization during the performance of different
tasks by examining anterior-posterior or medial-lateral
differences in EEG activity. While ERP lacks the ability to
define specific cortical areas, its relative ease of use makes
it possible to perform experiments in standard laboratory
settings. Thus, despite limited resolution, ERP analysis can
be used in individuals performing a range of tasks.

Finally, a relatively novel, noninvasive approach for
modifying local brain activity has been introduced into
both clinical practice and behavioral and physiological
research in humans. Transcranial magnetic stimulation
(TMS; Figure 1.18C) uses magnetic pulses delivered by a
paddlelike device held near the scalp. When the mag-
netic pulses are delivered locally in this way, activity in
the underlying cortical tissue is briefly disrupted, leading
to a transient change in behavioral performance. In ef-
fect, this transient “lesion” of activity causes no apparent
harm to patients or to healthy volunteers. TMS has been
adapted for use in standard nonclinical laboratory set-
tings, often in combination with ERP analysis, to assess
typical activity patterns during complex behavioral tasks.
When stronger magnetic pulses are delivered, it is also
possible to activate the output of the underlying cortical



tissue. Therapeutic applications of TMS are under active
investigation for a variety of neurological and neuropsy-
chiatric conditions.

Computerized Tomography

In the 1970s, computerized tomography, or CT, ush-
ered in a new era in noninvasive imaging using computer
processing technology to probe the living brain. CT uses
a narrow X-ray beam and a row of very sensitive detec-
tors placed on opposite sides of the head to probe a small
portion of tissue at a time with limited radiation exposure
(Figure 1.19A). In order to form an image, the X-ray tube
and detectors rotate around the head, collecting radioden-
sity information from every orientation around a narrow
slice. Computer processing techniques then calculate the
radiodensity of each point within the slice plane, produc-
ing a tomographic image (Greek tomo, “cut” or “slice”). If
the individual is moved through the scanner slowly while
the X-ray tube rotates in this manner, a three-dimensional
radiodensity matrix can be created, allowing images cor-
responding to serial sections to be computed for any plane
through the brain. CT scans can readily distinguish gray
matter and white matter, differentiate the ventricles quite
well, and show many other brain structures with a spatial
resolution of several millimeters. Thus, major anatomical
structures can be identified with relative confidence (Fig-
ure 1.19B), and lesions can be recognized if they are within
the limits of the resolution of the CT (a few mm with newer
techniques). Importantly, brain lesions that are not visible
in standard X-ray methods can be resolved using CT. For

FIGURE 1.19 Computerized axial tomography. (A) In com-
puterized tomography (CT), the X-ray source and detfector are
moved around the individual’s head. (B) Horizontal CT section of
atypical adult brain. (C) CT scan of an individual with multiple
sites of a metastatic brain tumor (white spots throughout the cor-
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example, metastatic lesions related to a distal malignancy
can be localized fairly precisely, and can be correlated more
definitively with functional loss as well as with subsequent
response to treatments (Figure 1.19C). CT remains a val-
ued diagnostic tool; however, its use in fundamental brain
research on healthy individuals is limited due to the risks
of unnecessary radiation exposure and its relatively low
resolution of brain structure.

Magnetic Resonance Imaging

Brain imaging took a huge step forward in the 1980s with
the development of magnetic resonance imaging (MRI).
Unlike CT, MRI is based on the physics of atomic motion.
The nuclei of some atoms act as spinning magnets. If
placed in a strong magnetic field, these atoms will line up
with the field and spin at a frequency that is dependent on
the field strength. If a brief radiofrequency pulse tuned to
the atoms’ spinning frequency is applied, the atoms are
knocked out of alignment with the field and subsequently
emit energy in an oscillatory fashion as they gradually re-
align themselves with the field. The strength of the emitted
signal depends on how many atomic nuclei are affected by
this process.

In MRI, the magnetic field is distorted slightly by im-
posing magnetic gradients along three different spatial
axes so that only nuclei at certain locations are tuned to
the detector’s frequency at any given time. Almost all MRI
scanners use detectors tuned to the radio frequencies of
spinning hydrogen nuclei in water molecules, creating im-
ages based on the distribution of water in different tissues

©

fical gray and white matter). CT scans are very useful in defecting

brain lesions where the damage has a different tissue density
than the normal brain tissue. (B © Puwadol Jaturawutthichai/
Alamy Stock Photo; C from Khairy et al., 2015.)
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(B)

FIGURE 1.20 Magnetic resonance imaging. (A) The MRI

scanner has a portal for the individual’s head (or other region of

the body to be imaged). A magnetic coil is placed around the

head to activate and record magnetic resonance signal. Virtual

reality goggles or earphones can be used fo present visual or
auditory stimuli. (B.C) MRIimages obtained with two different

(Figure 1.20A). Careful manipulation of magnetic field gra-
dients and radiofrequency pulses makes it possible to con-
struct extraordinarily detailed spatial images of the brain
at any location and orientation, with millimeter resolution
(Figure 1.20B,C; see also Figure 1.1C).

Safety (there is no high-energy radiation), noninva-
siveness (no dyes are injected), and versatility (applicable
to individuals in a variety of conditions) have made MRI
the technique of choice for imaging brain structure in
most applications. The strong magnetic field and radiof-
requency pulses used in scanning are harmless (although
ferromagnetic objects in or near the scanner are a safety
concern). Moreover, MRI enables a suite of imaging mo-
dalities; by changing the scanning parameters, images
based on a wide variety of different contrast mechanisms
can be generated. For example, conventional MRI takes
advantage of the fact that hydrogen in different types
of tissue (e.g., gray matter, white matter, cerebrospinal
fluid) has slightly different realignment rates, meaning
that soft tissue contrast can be manipulated by adjust-
ing the time at which the realigning hydrogen signal is
measured. This results in remarkably detailed images
that show structural features of the human brain and,
for several important clinical conditions, the presence of
pathophysiological processes. Another advantage is that,
like CT scans but with far better resolution, the MRI data
from each individual represent the equivalent of a “whole
brain”: Software has been developed so that from one
detailed scan, it is possible to create detailed views in all
the cardinal planes of section for the brain (see Appendix
Figure Al), as well as three-dimensional renderings of
volumes, such as those of the cortical surface or the in-
tracerebral ventricles.

pulse sequences. In (B), the pulse sequence yields data that
record the white matter of the cerebral cortex as white and the
gray matter as gray. In (C), the pulse sequence shows the cor-
tical gray matter as a lighter gray with a white boundary at the
external surface, and white matter is seen as a darker gray. (B.C
from Seiger et al., 2015.)

In addition, MRI can be used to detect changes in met-
abolic intermediates that may be related to ongoing neu-
rotransmission. This application takes advantage of the
well-established capacity of magnetic resonance methods
(known as nuclear magnetic resonance, or NMR, in chem-
istry) to detect different organic molecules based on the
spectra of their atomic properties. When this approach is
used in human brain imaging, metabolites of excitatory
amino acid neurotransmitters (glutamate) or inhibitory
neurotransmitters (y-aminobutyrate, or GABA; glycine)
can be detected and their concentration and distribution
mapped. The most commonly imaged metabolic interme-
diate is N-acetyl aspartate (NAA), which is thought to
be primarily an indicator of glutamatergic transmission
in the brain. Based on additional imaging routines (using
differing field strengths and times), potential metabolites
of GABA and glycine can be detected. Such approaches
suggest that potential differences in neurotransmitter ac-
tivity might be detected in brains of control or clinically
compromised individuals. Moreover, this approach can
give insight into the balance of excitatory and inhibitory
activity needed for the performance of various behaviors.

The alignment of the magnetic fields of water molecules
in axon tracts also makes it possible to visualize axon path-
ways using a variant of MRI referred to as diffusion ten-
sor imaging (DTI) (see the image that opens this chapter).
DTI can establish differences in axon pathway connectivity,
making it possible to study individuals with genetic disor-
ders that result in major alterations of axon projections (see
Clinical Applications, Chapter 23). Additional settings can
generate images in which gray matter and white matter are
relatively invisible but the brain vasculature stands out in
sharp detail. Thus, variations of MRI can clearly and safely



visualize human neuroanatomy, including cere-
bral cortical regions, some subcortical structures,
and axon tracts.

Functional Brain Imaging

Imaging specific functions in the brain has be-
come possible with the development of tech-
niques for detecting local changes in cerebral
metabolism or blood flow. To conserve energy,
the brain regulates its blood flow such that
active neurons with relatively high metabolic
demands receive more oxygen and nutrients
than do relatively inactive neurons. Detecting
and mapping these local changes in cerebral
blood flow form the basis for four functional
brain-imaging techniques: positron emission
tomography (PET), single-photon emission
computerized tomography (SPECT), func-
tional magnetic resonance imaging (fMRI),
and magnetoencephalography (MEG). PET
and SPECT are less commonly chosen for either
research or clinical applications due to the ne-
cessity of exposure to radiolabeled compounds
(see below). fMRI has all of the advantages of
safety enumerated for structural MRI imaging.
MEG has excellent temporal resolution, allowing rapid
acquisition of functional changes. Its limited spatial res-
olution, however, limits its utility in many applications.
Thus, fMRI has emerged as the favored approach in most
circumstances.

In PET scanning, unstable positron-emitting isotopes are
incorporated into different reagents (including water, pre-
cursor molecules of specific neurotransmitters, or glucose)
and injected into the bloodstream. Labeled oxygen and glu-
cose quickly accumulate in more metabolically active areas.
As the unstable isotope decays, it emits two positrons trav-
elling in opposite directions. Gamma ray detectors placed
around the head register a “hit” only when two detectors
180 degrees apart react simultaneously. Images of tissue
isotope density can then be generated in much the way CT
images are calculated, showing the location of active regions
with a spatial resolution of about 4 mm (see Figures 33.6 and
33.7). Depending on the probe injected, PET imaging can
be used to visualize activity-dependent changes in blood
flow, tissue metabolism, or biochemical activity. SPECT is
similar to PET in that it involves injection or inhalation of
radiolabeled compound (for example, ***Xe or '*’I-labeled io-
doamphetamine), which produces photons that are detected
by a gamma camera moving rapidly around the head.

fMRI offers the least invasive, most cost-effective
approach for visualizing brain function based on local
metabolism. fMRI relies on the fact that hemoglobin in
blood slightly distorts the magnetic resonance properties

FIGURE 1.21
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Left hand movement

fMRI of a patient’s brain that harbored a right frontal
lobe glioma (gray area). When asked to move the left hand, greater activ-
ity was observed within the right motor and sensorimotor cortices compared
fo the resting state. Since the activity was not close to the tumor, the surgeon
could operate with assurance that the motor control of the hand would not
be affected. Red-to-yellow indicates increasing relative strength of brain ac-
fivity. (From Goodyear et al., 2014.)

of hydrogen nuclei in its vicinity, and the amount of mag-
netic distortion changes depending on whether the he-
moglobin has oxygen bound to it. When a brain area is
activated by a specific task, it begins to use more oxygen,
and within seconds the brain microvasculature responds
by increasing the flow of oxygen-rich blood to the active
area. These changes in the concentration of oxygen and
blood flow lead to localized blood oxygenation level-
dependent (BOLD) changes in the magnetic resonance
signal. Such fluctuations are detected using statistical
image-processing techniques to produce maps of active
brain regions (Figure 1.21). Because fMRI uses signals
intrinsic in the brain, tracer injections are not necessary,
and repeated observations can be made on the same in-
dividual—a major advantage over imaging methods such
as PET. The spatial resolution (2 to 3 mm) and temporal
resolution (a few seconds) of fMRI are superior to those
of PET and SPECT, and can be combined with structural
images generated by MRI using computational and statis-
tical methods. fMRI has thus emerged as the technology
of choice for functional brain imaging. It dominates the
clinical as well as the cognitive science literature studying
the functional basis of complex behaviors. The necessity
of averaging fMRI signals over seconds, plus the statisti-
cal assumptions necessary to fit highly variable individ-
ual brains into standardized neuroanatomical templates,
imposes some significant limitations, but these have not
reduced the popularity of fMRL
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FIGURE 1.22 Magnetoencephalography (MEG) provides
greater temporal resolution with useful spatial resolution.
(A) The individual is fitted with a helmet that includes several
magnetic detectors (a SQUID array) and then is placed in a
biomagnetometer (the large cylindrical structure) that can
amplify the small local changes in magnetic field orientation
or strength that indicate fast temporal current flow changes in
ensembles of neurons. MEG, like MRI and fMRI, is noninvasive.
(B) The temporal resolution of MEG permits millisecond resolu-
fion of electrical activity in the human brain before, during, and
after performance of a variety of tasks (displayed in color over

reveal cortex folded into sulci and fissures). In this case, a digit
was moved in response to a specific sensory cue. There was
some “anticipatory” activity in the region of the somatosensory
as well as motor cortices where the digit was represented. As
the movement began, this baseline activity increased so that a
wider region of both the somatosensory and motor cortices was
activated. As the movement proceeded, the activity increased
over the time of performance. (A courtesy of National Institute
of Mental Health, National Institutes of Health, Department of
Health and Human Services; B courtesy of Judith Schaechter,
PhD, MGH Martinos Center for Biomedical Imaging.)

a structural MRI of the same brain that has been “inflated” to

MEG provides a way of localizing brain function with
better temporal resolution than fMRI. Thus, MEG is some-
times used to map changes in brain function with millisec-
ond resolution rather than the lower temporal resolution of
seconds afforded by fMRI. MEG, as its name suggests, re-
cords the magnetic consequences of brain electrical activity
rather than the electrical signals themselves. Thus, unlike
its close relative EEG, MEG detects independent sources
of current flow, without reference to other currents. The
magnetic signals that MEG recordings detect are quite lo-
cal, and there is fairly good spatial resolution (a few mm)
of the signal origin; thus, one can detect dynamic electrical
activity in the brain with temporal resolution that approx-
imates the key events in neuronal electrical signaling (i.e.,
action potentials and synaptic potentials) and can record
the location of the source of that activity. For MEG record-
ing, an array of individual detector devices called SQUIDs
(superconducting guantum interference devices) is arranged
as a helmet and fitted onto the individual. The individual
is then placed in a biomagnetometer scanner that amplifies
the signals detected by the SQUID (Figure 1.22).

These signals, like EEG signals, provide a map of
current sources across the brain, using reference points
(usually the ears and nose) to create a three-dimensional
space. Given its millisecond (or even faster) temporal

resolution combined with its spatial resolution, MEG
can be used to evaluate local activity changes over time
in individuals performing a variety of tasks. This allows
for comparison of baseline activity before task initiation,
changes during task performance, and activity after task
completion (see Figure 1.22). In addition, MEG can be
used to map the temporal characteristics as well as the
brain localization of epileptic foci, reducing the need
for intrasurgical brain surface electrode mapping. Even
though MEG has reasonable spatial resolution, MEG
maps alone often lack sufficient anatomical detail for
some applications. Thus, MEG is often combined with
structural MRI (see above), a combination referred to as
magnetic source imaging, or MSI.

In sum, the use of modern structural and functional im-
aging methods has revolutionized human neuroscience. It
is now possible to obtain images of the developing brain
as it grows and changes, and of the living brain in action,
assessing brain activity both in typical individuals and in
individuals with neurological disorders.

Summary

The brain can be studied by methods ranging from ge-
netics and molecular biology to behavioral testing and



non-invasive imaging in healthy and neurologically com-
promised humans. Such studies have created ever-in-
creasing knowledge about the organization of the nervous
system. Many of the most notable successes in modern
neuroscience have come from understanding nerve cells as
the structural and functional units of the nervous system.
The organization of neurons and glia into neural circuits
provides the substrate for processing of sensory, motor,
and cognitive information. The physiological characteri-
zation of the neurons and glia in such circuits, as well as
more detailed analysis of the electrical properties of indi-
vidual neurons, recorded with electrodes placed near or
inserted inside the cell, provide insight into the dynamic
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nature of information processing, sensory maps, and the
overall function of neural systems. Minimally invasive and
non-invasive imaging methods can be used in humans
with or without brain damage or disease. These methods
can help integrate observations from animal models and
human post-mortem analysis with structure and function
in the living human brain. Among the goals that remain
are understanding how basic molecular genetic phenom-
ena are linked to cellular, circuit, and system functions; un-
derstanding how these processes go awry in neurological
and psychiatric diseases; and understanding the especially
complex functions of the brain that make us human.
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HE BRAIN IS REMARKABLY ADEPT af acquir

ing, coordinating, and disseminating information

about the body and ifs environment. Such infor-

mation must be processed within milliseconds,
yet it also can be stored as memories that endure for
years. Neurons perform these functions by generating
sophisticated electrical and chemical signals. This unit
describes these signals and how they are produced. It
explains how one type of electrical signal, the action po-
fential, allows information fo fravel along the length of a
nerve cell. It also explains how ofher types of signals—
both electrical and chemical—are generated at synap-
fic connections between nerve cells. Synapses permit in-
formation transfer by inferconnecting neurons to form the
circuitry on which brain information processing depends.
Finally, this unit describes the intricate biochemical signal-
ing events that fake place within neurons and how such
signaling can produce activity-dependent changes in
synaptic communication. Understanding these funda-
mental forms of neuronal signaling provides a foundation
for appreciating the higherlevel functions considered in
the rest of the lbbook.

The cellular and molecular mechanisms that give neu-
rons their unique signaling abilities are targets for disease
processes that compromise the function of the nervous
system, as well as fargets for anesthetics and many oth-
er clinically important drugs. A working knowledge of the
cellular and molecular biology of neurons is therefore
fundamental to understanding a variety of brain pathol-
ogies, and for developing novel approaches to diagnos-
ing and treating these all foo prevalent problems.
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Structure of a chemical synapse within the cerebral cortex.
A presynaptic terminal (top) forms a synapse with a dendritic
spine of the postsynaptic neuron (bottom). Colors indicate
different organelles found within these structures. (Courtesy
of Alain Burette and Richard Weinberg; see Figure 5.4.)



Electrical Signails
of Nerve Cells

Overview

NERVE CELLS GENERATE A VARIETY of electrical signals that transmit and
store information. Although neurons are not intrinsically good conductors of elec-
tricity, they have elaborate mechanisms that generate electrical signals based on the
flow of ions across their plasma membranes. Ordinarily, neurons generate a negative
potential, called the resting membrane potential, that can be measured by recording
the voltage between the inside and outside of nerve cells. The action potential is a
fundamental electrical signal that transiently abolishes the negative resting potential
and makes the transmembrane potential positive. Action potentials are propagated
along the length of axons and carry information from one place to another within the
nervous system. Still other types of electrical signals are produced by the activation
of synaptic contacts between neurons or by the actions of external forms of energy,
such as light and sound, on sensory neurons. All of these electrical signals arise from
ion fluxes brought about by the selective ionic permeability of nerve cell membranes,
produced by ion channels, and the nonuniform distribution of these ions across the
membrane, created by active transporters.

Electrical Signals of Nerve Cells

Neurons employ several different types of electrical signals to encode and transfer
information. The best way to observe these signals is to use an intracellular micro-
electrode to measure the electrical potential across the neuronal plasma membrane.
A typical microelectrode is a piece of glass tubing pulled to a very fine point (with an
opening less than 1 wm in diameter) and filled with a good electrical conductor, such
as a concentrated salt solution. This conductive core can then be connected to a volt-
meter, typically a computer, that records the transmembrane voltage of the nerve cell.

The first type of electrical phenomenon can be observed as soon as a microelec-
trode is inserted through the membrane of the neuron. Upon entering the cell, the
microelectrode reports a negative potential, indicating that neurons have a means
of generating a constant voltage across their membranes when at rest. This voltage,
called the resting membrane potential, depends on the type of neuron being ex-
amined, but it is always a fraction of a volt (typically —40 to —90 mV).

Neurons encode information via electrical signals that result from transient changes
in the resting membrane potential. Receptor potentials are due to the activation of
sensory neurons by external stimuli, such as light, sound, or heat. For example, touch-
ing the skin activated neve endings in Pacinian corpuscles, receptor neurons that sense
mechanical disturbances of the skin. These neurons respond to touch with a receptor
potential that changes the resting potential for a fraction of a second (Figure 2.1A). These
transient changes in potential are the first step in generating the sensation of vibrations
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(A) Receptor potential

FIGURE 2.1 Types of neuronal electri-
cal signals. In all cases, microelectrodes
are used to measure changes in the rest-
ing membrane potential during the indi-
cated signals. (A) A brief fouch causes a
receptor potential in a Pacinian corpuscle
in the skin. (B) Activation of a synaptic con-
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tact onto a hippocampal pyramidal neu-

ron elicits a synaptic potential. (C) Stimula-
tion of a spinal reflex produces an action
potential in a spinal motor neuron.
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of the skin in the somatosensory system (see Chapter 9).
Similar sorts of receptor potentials are observed in all other
sensory neurons during transduction of sensory stimuli
(see Unit II).

Another type of electrical signal is associated with com-
munication between neurons at synaptic contacts. Acti-
vation of these synapses generates synaptic potentials,
which allow transmission of information from one neu-
ron to another. An example of such a signal is shown in
Figure 2.1B. In this case, activation of a synaptic terminal
innervating a hippocampal pyramidal neuron causes a
very brief change in the resting membrane potential in the
pyramidal neuron. Synaptic potentials serve as the means
of exchanging information in the complex neural circuits
found in both the central and peripheral nervous systems
(see Chapter 5).

Finally, many neurons generate a special type of electri-
cal signal that travels along their long axons. Such signals
are called action potentials and are also referred to as
spikes or impulses. An example of an action potential re-
corded from the axon of a spinal motor neuron is shown
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in Figure 2.1C. Action potentials are responsible for long-
range transmission of information within the nervous sys-
tem and allow the nervous system to transmit information
to its target organs, such as muscle.

One way to elicit an action potential is to pass electri-
cal current across the membrane of the neuron. In normal
circumstances, this current would be generated by recep-
tor potentials or by synaptic potentials. In the laboratory,
however, electrical current suitable for initiating an action
potential can be readily produced by inserting a micro-
electrode into a neuron and then connecting the electrode
to a battery (Figure 2.2A). A second microelectrode can
be inserted to measure the membrane potential changes
produced by the applied current. If the current delivered
in this way makes the membrane potential more nega-
tive (hyperpolarization), nothing very dramatic happens.
The membrane potential simply changes in proportion to
the magnitude of the injected current (Figure 2.2B, cen-
tral part). Such hyperpolarizing responses do not require
any unique property of neurons and are therefore called
passive electrical responses. A much more interesting
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FIGURE 2.2 Recording passive and active electrical
signals in a nerve cell. (A) Two microelectrodes are in-
serted into a neuron; one of these measures membrane
potential while the other injects current into the neuron.

(B) Inserting the voltage-measuring microelectrode into the
neuron (bottom) reveals a negative potential, the resting
membrane potential. Injecting current through the other

phenomenon is seen if current of the opposite polarity is
delivered, so that the membrane potential of the nerve cell
becomes more positive than the resting potential (depolar-
ization). In this case, at a certain level of membrane poten-
tial, called the threshold potential, action potentials occur
(see Figure 2.2B, right side).

The action potential is an active response generated by
the neuron and typically is a brief (about 1 ms) change
from negative to positive in the transmembrane potential.
Action potentials are considered active responses because
they are generated by selective changes in the permeabil-
ity of the neuronal membrane. Importantly, the amplitude
of the action potential is independent of the magnitude
of the current used to evoke it; that is, larger currents do
not elicit larger action potentials. The action potentials of
a given neuron are therefore said to be all-or-none—that is,
they occur fully or not at all. If the amplitude or duration
of the stimulus current is increased sufficiently, multiple
action potentials occur, as can be seen in the responses
to the three different current intensities shown in Figure
2.2B (right side). It follows, therefore, that the intensity of
a stimulus is encoded in the frequency of action potentials

Time —

microelectrode (fop) alters the neuronal membrane poten-
fial. Hyperpolarizing current pulses produce only passive
changes in the membrane potential. While small depolar-
izing currents also elicit only passive responses, depolariza-
fions that cause the membrane potential to meet or exceed
threshold additionally evoke action potentials.

rather than in their amplitude. This arrangement differs
dramatically from that of receptor potentials, whose am-
plitudes are graded in proportion to the magnitude of the
sensory stimulus; and from that of synaptic potentials,
whose amplitudes vary according to the number of syn-
apses activated, the strength of each synapse, and the pre-
vious amount of synaptic activity.

Long-Distance Transmission of
Electrical Signals

The use of electrical signals—as in sending electricity
over wires to provide power or information—presents a
series of challenges in electrical engineering. A funda-
mental problem for neurons is that their axons, which can
be quite long (remember that a spinal motor neuron can
extend for a meter or more), are not good electrical con-
ductors. Although neurons and wires are both capable
of passively conducting electricity, the electrical proper-
ties of neurons compare poorly with that of an ordinary
wire. This can be seen by measuring the passive electrical
properties of a nerve cell axon by determining the voltage
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PASSIVE CONDUCTION DECAYS OVER DISTANCE
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<« FIGURE 2.3 Passive and active current flow in an axon.

(A) Experimental arrangement for examining passive flow of
electrical current in an axon. A current-passing electrode
produces a current that yields a subthreshold change in
membrane potential, which spreads passively along the
axon. (B) Potential responses recorded by microelectrodes at
the positions indicated. With increasing distance from the site
of current injection, the amplitude of the potential change is
aftenuated as current leaks out of the axon. (C) Relationship
between the amplitude of potential responses and distance.
(D) If the experiment shown in (A) is repeated with a supra-
threshold current, an active response, the action potential,

is evoked. (E) Action potentials recorded at the positions in-
dicated by microelectrodes. The amplitude of the action po-
fential is constant along the length of the axon, although the
time of appearance of the action potential is delayed with
increasing distance. (F) The constant amplitude of an action
potential (solid black line) measured at different distances.
(After Hodgkin and Rushton, 1946.)

change resulting from a current pulse passed across the
axonal membrane (Figure 2.3A). If this current pulse is be-
low the threshold for generating an action potential, then
the magnitude of the resulting potential change will decay
with increasing distance from the site of current injection
(Figure 2.3B). Typically, the potential falls to a small frac-
tion of its initial value at a distance of no more than a few
millimeters away from the site of injection (Figure 2.3C).
For comparison, a wire would typically allow passive cur-
rent flow over distances many thousands of times longer.
The progressive decrease in the amplitude of the induced
potential change occurs because the injected current leaks
out across the axonal membrane; accordingly, farther along
the axon less current is available to change the membrane
potential. This leakiness of the axonal membrane prevents
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effective passive conduction of electrical signals along the
length of all but the shortest axons (those 1 mm or less in
length). To compensate for this deficiency, action potentials
serve as a “booster system” that allows neurons to conduct
electrical signals over great distances despite the poor pas-
sive electrical properties of axons.

The ability of action potentials to boost the spatial
spread of electrical signals can be seen if the experiment
shown in Figure 2.3A is repeated with a depolarizing cur-
rent pulse that is large enough to produce an action po-
tential (Figure 2.3D). In this case, the result is dramatically
different. Now an action potential of constant amplitude is
observed along the entire length of the axon (Figure 2.3E).
The fact that electrical signaling now occurs without any
decrement (Figure 2.3F) indicates that active conduction
via action potentials is a very effective way to circumvent
the inherent leakiness of neurons.

Action potentials are the basis of information transfer
in the nervous system and are targets of many clinical
treatments, including anesthesia (Clinical Applications).
For these reasons, it is essential to understand how these
and other neuronal electrical signals arise. Remarkably, all
types of neuronal electrical signals are produced by similar
mechanisms that rely on the movement of ions across the
neuronal membrane. The remainder of this chapter ad-
dresses the question of how nerve cells use ions to generate
electrical potentials. Chapter 3 explores more specifically
the means by which action potentials are produced and
how these signals solve the problem of long-distance elec-
trical conduction within nerve cells. Chapter 4 examines
the properties of membrane molecules responsible for elec-
trical signaling. Finally, Chapters 5-8 consider how electri-
cal signals are transmitted from one nerve cell to another
at synaptic contacts.

CLINICAL APPLICATIONS
Anesthesia and Neuronal Electrical Signaling

clinical practice and refers to proce-

